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Abstract. In this paper, we study orthonormal matrix valued wavelets for analyzing matrix (vector) valued signals based on matrix multiresolution analysis. We present a simple sufficient condition on the matrix filter \( H(\omega) \) that leads to orthonormal matrix valued wavelets. The sufficient condition is analogous to the one given by Mallat for scalar valued wavelets. The components at each column of matrix valued wavelets form multiwavelets for a scalar valued signal, where the orthornormality induced from the orthonormal matrix valued wavelets is weaker than the one in the current literature on orthonormal multiwavelets. With the new orthornormality, one is able to construct orthonormal matrix valued wavelets similar to the conventional multiresolution analysis based orthonormal wavelets. Moreover, we show that the new orthornormality provides a complete Karhunen-Loève decomposition for matrix valued signals.

1. Introduction

While wavelets and multiwavelets have been extensively studied lately for a scalar-valued signals, see for example [1]-[17], there are only a few researches, [1], on matrix (vector) valued wavelets for matrix (vector) valued signals. In practice, it is however often to encounter matrix (vector) valued signals, such as video images, multi-spectral images and color images. A significant difference between matrix (vector) valued signals and scalar valued signals is that there are correlations for a matrix (vector) valued signal not only in the time domain but also between its components (or the spatial domain) at a fixed time while there is correlation for a scalar valued signal only in the time domain. The aim of the construction of orthonormal matrix valued wavelets is to decorrelate a matrix (vector) valued signal in both the time and the spatial domains. As a side result, the components at each column of orthonormal matrix valued wavelets also form multiwavelets for scalar valued signals. We will see later that the orthornormality for the multiwavelets generated from orthonormal matrix valued wavelets is weaker than the orthornormality in current literature on orthonormal multiwavelets, [4]-[15]. In [1], orthonormal matrix (vector) multiresolution analysis was introduced for the purpose of constructing
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orthonormal matrix valued wavelets. However, the theory in [1] is not complete in
the continuous time case in the sense that there is not a simple sufficient condition
on the matrix quadrature mirror filter (MQMF) $H(\omega)$ that leads to orthonormal
matrix valued wavelets.

In this paper, we first re-introduce matrix valued signal spaces and matrix
valued multiresolution analysis studied in [1]. We then present a simple sufficient
condition on the MQMF $H(\omega)$ for constructing orthonormal matrix valued wavelets,
which basically proves the conjecture proposed in [1]. A connection between or-
thonormal matrix valued wavelets and orthonormal multiwavelets in the current
literature is studied. It can be seen that the orthonormality for the multiwavelets
induced from the orthonormality of orthonormal matrix valued wavelets is weaker
than the orthonormality for multiwavelets in the recent literature in the continuous
time waveform case, see for example [4]-[15], while they are the same in the
discrete time filterbank case. The weaker orthonormality in the continuous time
case provides a weaker sufficient condition for constructing multiwavelets with this
weaker orthonormality.

In the second part of this paper, we show that the orthonormality studied in this
paper for matrix valued signals gives a complete Karhunen-Loève decomposition for
matrix valued signals, i.e., this orthonormality provides a complete decorrelation
for a matrix valued signals in both the time and the spatial domains.

2. Matrix Valued Signal Space and Multiresolution Analysis

For convenience, we only study $N \times N$ matrix valued signals and wavelets. We
introduce some notations first.

2.1. Matrix Valued Signal Space. Let

$C^{N \times N} = \{ A : A \text{ is an } N \times N \text{ matrix with entries in the complex plane } C \}$,
and

$L^2(a,b; C^{N \times N}) = \{ f(t) = (f_{k,l}(t))_{N \times N} : f_{k,l}(t) \in L^2(a,b), 1 \leq k, l \leq N \}$.

The signal space $L^2(a,b; C^{N \times N})$ is called a matrix valued signal space. When
$a = -\infty$ and $b = \infty$, $L^2(a,b; C^{N \times N})$ is also denoted by $L^2(\mathbb{R}, C^{N \times N})$.

For any $A \in C^{N \times N}$ and $f \in L^2(a,b; C^{N \times N})$, the products

$Af, fA \in L^2(a,b; C^{N \times N})$.

This implies that the matrix valued signal space $L^2(a,b; C^{N \times N})$ is defined over
$C^{N \times N}$ and not simply over $C$.

Let $\| \cdot \|_M$ denote a matrix norm on $C^{N \times N}$. For each $f \in L^2(a,b; C^{N \times N})$, $\| f \|$ denotes the norm of $f$ associated with the matrix norm $\| \cdot \|_M$ as

$$[2.1] \quad \| f \| \triangleq \left( \int_a^b \| f(t) \|_M^2 dt \right)^{1/2}.$$

For $f \in L^2(a,b; C^{N \times N})$, its integration $\int f(t) dt$ is defined by the integration of its
components.

For two matrix valued signals $f, g \in L^2(a,b; C^{N \times N})$, $\langle f, g \rangle$ denotes the integra-
tion of the matrix product $f(t)g^t(t)$:

$$[2.2] \quad \langle f, g \rangle \triangleq \int_{\mathbb{R}} f(t)g^t(t) dt,$$
where $^\dagger$ denotes the conjugate transpose. For convenience, we still call the operation $\langle \cdot, \cdot \rangle$ in (2.2) inner product although it is not the inner product in the common sense. With the definition (2.2) it is clear that $\langle f, g \rangle = (g, f)^\dagger$.

A sequence $\Phi_k(t) \in L^2(a, b; \mathbb{C}^{N \times N})$, $k \in \mathbb{Z}$, is called an orthonormal set in $L^2(a, b; \mathbb{C}^{N \times N})$ if

\begin{equation}
\langle \Phi_k, \Phi_l \rangle = \delta(k - l)I_N, \quad k, l \in \mathbb{Z},
\end{equation}

where $\delta(k) = 1$ when $k = 0$ and $\delta(k) = 0$ when $k \neq 0$ and $I_N$ is the $N \times N$ identity matrix. A sequence $\Phi_k(t) \in L^2(a, b; \mathbb{C}^{N \times N})$, $k \in \mathbb{Z}$, is called an orthonormal basis for $L^2(a, b; \mathbb{C}^{N \times N})$ if it satisfies (2.3), and moreover, for any $f(t) \in L^2(a, b; \mathbb{C}^{N \times N})$ there exists a sequence of $N \times N$ constant matrices $F_k$ such that

\begin{equation}
f(t) = \sum_{k \in \mathbb{Z}} F_k \Phi_k(t), \quad \text{for } t \in [a, b],
\end{equation}

where the multiplication $F_k \Phi_k(t)$ for each fixed $t$ is the $N \times N$ matrix multiplication, and the convergence for the infinite summation is in the sense of the norm $\| \cdot \|$ defined by (2.1) for the matrix valued signal space.

2.2. Matrix Valued Multiresolution Analysis. We next define matrix valued multiresolution analysis, which is similar to the conventional multiresolution analysis.

A matrix valued multiresolution analysis (MMRA) of $L^2(\mathbb{R}, \mathbb{C}^{N \times N})$ is a nested sequence of closed subspaces $V_j$, $j \in \mathbb{Z}$, of $L^2(\mathbb{R}, \mathbb{C}^{N \times N})$ such that

(i). $V_j \subset V_{j+1}$, $j \in \mathbb{Z}$,

(ii). $\bigcup_{j \in \mathbb{Z}} V_j$ is dense in $L^2(\mathbb{R}, \mathbb{C}^{N \times N})$ and $\bigcap_{j \in \mathbb{Z}} V_j = \{0\}$, where $0$ is the all zero matrix,

(iii). $f(t) \in V_j$ if and only if $f(2t) \in V_{j+1}$, $j \in \mathbb{Z}$,

(iv). There is a $\Phi \in V_0$ such that its translations $\Phi(t - k)$, $k \in \mathbb{Z}$, form an orthonormal basis for $V_0$.

The above definition for an MMRA is notationally similar to the one for the conventional multiresolution analysis (MRA). We call $\Phi(t)$ a matrix valued scaling function (or simply scaling function) for the MMRA $\{V_j\}$. Since $\Phi(t) \in V_0 \subset V_1$, there exist constant $N \times N$ matrices $H_k$, $k \in \mathbb{Z}$, such that,

\begin{equation}
\Phi(t) = 2 \sum_k H_k \Phi(2t - k).
\end{equation}

Let

\begin{equation}
H(\omega) = \sum_k H_k e^{-\text{i}k\omega}.
\end{equation}

Then,

\begin{equation}
\hat{\Phi}(\omega) = H(\frac{\omega}{2}) \hat{\Phi}(\frac{\omega}{2}) = H(\frac{\omega}{2}) H(\frac{\omega}{4}) \cdots \hat{\Phi}(0),
\end{equation}

where it is assumed that $\hat{\Phi}(\omega)$ is continuous at $\omega = 0$. This assumption is satisfied when $H(\omega)$ has only finite terms and $H(0) = I_N$. In this paper, for convenience we assume $\hat{\Phi}(0) = I_N$, which makes an important difference between matrix-valued
wavelets and multiwavelets from the matrix scaling equation or refinable equation
point of view. By this assumption,

$$\hat{\Phi}(\omega) = H(\frac{\omega}{2})H(\frac{\omega}{4}) \cdots = \prod_{k=1}^{\infty} H(\frac{\omega}{2^k}).$$

(2.8)

The equation (2.7) implies

$$H(0) = I_N, \quad \text{or} \quad \sum_k H_k = I_N.$$  

(2.9)

It is not hard to see that the orthonormality of \( \Phi(t-k), \ k \in \mathbb{Z} \), (or the
orthonormality of MMRA \( \{\mathcal{V}_j\} \)) is equivalent to

$$\sum_k \hat{\Phi}(\omega + 2\pi k)\hat{\Phi}^\dagger(\omega + 2\pi k) = 2\pi I_N, \ \forall \omega \in \mathbb{R}. $$

(2.10)

In terms of the filter \( H(\omega) \), the above orthonormality implies

$$H(\omega)H^\dagger(\omega) + H(\omega + \pi)H^\dagger(\omega + \pi) = I_N, \ \forall \omega \in \mathbb{R}. $$

(2.11)

The orthonormality (2.10) is in the continuous time domain for continuous-time
waveforms while the one (2.11) is in the discrete time domain for discrete-time
filterbanks.

Assume we have the above MMRA and \( H(\omega) \). We now want to construct its
corresponding matrix valued wavelets that form an orthonormal basis for the whole
matrix valued signal space \( L^2(\mathbb{R}, \mathbb{C}^{N\times N}) \).

Let \( G(\omega) \) satisfy

$$G(\omega)H^\dagger(\omega) + G(\omega + \pi)H^\dagger(\omega + \pi) = 0, \ \forall \omega \in \mathbb{R}, $$

(2.12)

and

$$G(\omega)G^\dagger(\omega) + G(\omega + \pi)G^\dagger(\omega + \pi) = I_N, \ \forall \omega \in \mathbb{R}. $$

(2.13)

Let

$$\tilde{\Psi}(\omega) = G(\frac{\omega}{2})\hat{\Phi}(\frac{\omega}{2}). $$

(2.14)

The following result was proved in [1].

**Theorem 2.1.** Let \( \Psi(t) \) be the matrix valued function with its Fourier
transform defined in (2.14). Then, its translations \( \Psi(t-k), \ k \in \mathbb{Z}, \) form an orthonormal
basis for \( W_0 \triangleq V_1 \cap V_0. \) Thus, \( \Psi_{j,k}(t) \triangleq 2^{j/2}\Psi(2^jt - k), \ j,k \in \mathbb{Z}, \) form an orthonormal basis for the matrix valued signal space \( L^2(\mathbb{R}, \mathbb{C}^{N\times N}). $$

The matrix filters \( H(\omega) \) and \( G(\omega) \) in (2.11)-(2.13) are called *matrix quadrature mirror filters* (MQMF). Given \( H(\omega), \ G(\omega) \) can be constructed by the following method.

Let \( H(\omega) = (H(\omega), H(\omega + \pi))^\dagger \) and \( G(\omega) = (G(\omega), G(\omega + \pi))^\dagger. \) Then, the orthogonality (2.11)-(2.13) is equivalent to the paraunitarity of the \( 2N \times 2N \) matrix \( (H(\omega), G(\omega)) \). Let \( H_j(\omega) \) and \( G_j(\omega) \) for \( j = 0, 1 \) be the polyphase components of \( H(\omega) \) and \( G(\omega) \), respectively: \( F(\omega) = F_0(2\omega) + e^{-i\omega}F_1(2\omega), \) where \( F \) is \( H \) or \( G. \) Then, the above paraunitarity is equivalent to the paraunitarity of the matrix \( (H(\omega), G(\omega)) \), where \( \hat{F}(\omega) = (F_0(\omega), F_1(\omega))^\dagger \) for \( F = H \) or \( G. \) Thus, the construction of \( G(\omega) \) in (2.11)-(2.13) is equivalent to the completion of a \( 2N \times 2N \) paraunitary matrix given its first \( N \) orthogonal columns \( H(\omega). \) This completion can be obtained by employing the state-space description, see for example [20]-[22],
where only the orthogonal completion of a constant orthogonal matrix is needed for the corresponding constant realization matrix.

In the next section, we want to construct orthonormal matrix valued scaling functions \( \Phi(t) \) from the orthogonal filter \( H(\omega) \) in (2.11).

3. Construction of Matrix Valued Wavelets

It is known that the conventional scaling functions or MRA can be constructed from QMF \( H(\omega) \) and necessary and sufficient conditions have been obtained, [18]-[19]. For matrix valued wavelets, we present the following results. We first present a lemma. In what follows, we are only interested in FIR MQMF \( H(\omega) \), i.e., \( H(\omega) \) is a polynomial matrix of \( e^{-\omega} \).

**Lemma 3.1.** Let \( H(\omega) \) satisfy (2.9) and (2.11). If there exist a constant \( C > 0 \) and an integer \( K_0 \) such that for any \( \omega \in \left(-2^K \pi, 2^K \pi\right) \) and any \( K > K_0 \),

\[
\left\| \prod_{i=1}^{K} H(\omega_i) \right\|_M \leq C \left\| \prod_{i=1}^{\infty} H(\omega_i) \right\|_M,
\]

then, the solution \( \Phi(t) \) in the matrix dilation equation (2.5) is a matrix valued scaling function for an MMRA.

**Proof.** The assumption of the FIR property on \( H(\omega) \) leads to the finiteness of the right hand side of (3.1). To prove Lemma 3.1 we only need to prove the orthonormality of \( \Phi(t - k) \), \( k \in \mathbb{Z} \). The rest is similar to the conventional MRA theory, see for example [19].

For an integer \( K > 0 \), let

\[
\mu_K(\omega) = \prod_{i=1}^{K} H(\frac{\omega_i}{2^i}) \chi_{[-2^K \pi, 2^K \pi]}(\omega).
\]

Then,

\[
\int_{\mathbb{R}} \mu_K(\omega) \mu_K^\dagger(\omega) e^{-i\omega} d\omega = \int_{-2^K \pi}^{2^K \pi} \prod_{i=1}^{K} H(\frac{\omega_i}{2^i}) \prod_{i=1}^{K} (\frac{\omega_i}{2^i}) e^{-i\omega} d\omega
\]

\[
= \int_{0}^{2^{K+1} \pi} \prod_{i=1}^{K} H(\frac{\omega_i}{2^i}) \prod_{i=1}^{K} (\frac{\omega_i}{2^i}) e^{-i\omega} d\omega
\]

\[
= \int_{0}^{2^K \pi} \prod_{i=1}^{K-1} H(\frac{\omega_i}{2^i}) \left[ H(\frac{\omega}{2^K}) H^\dagger(\frac{\omega}{2^K}) + H(\frac{\omega}{2^K} + \pi) H^\dagger(\frac{\omega}{2^K} + \pi) \right]
\]

\[
\cdot \left( \prod_{i=1}^{K-1} H(\frac{\omega_i}{2^i}) \right)^\dagger e^{-i\omega} d\omega
\]

by (2.11)

\[
= \int_{\mathbb{R}} \mu_{K-1}(\omega) \mu_{K-1}^\dagger(\omega) e^{-i\omega} d\omega = \cdots = \int_{0}^{2^K \pi} e^{i\omega} d\omega I_N = 2\pi \delta(n) I_N.
\]

It is clear that \( \mu_K(\omega) \) converges to \( \Phi(\omega) \) pointwisely in (2.8) since \( H(0) = I_N \) and \( H(\omega) \) is a polynomial matrix of \( e^{-\omega} \). By (3.1),

\[
\left\| \mu_K(\omega) \mu_K^\dagger(\omega) - \hat{\Phi}(\omega) \hat{\Phi}^\dagger(\omega) \right\|_M \leq (C + 1) \left\| \hat{\Phi}(\omega) \hat{\Phi}^\dagger(\omega) \right\|_M, \forall \omega \in \mathbb{R}.
\]
By the dominated convergence theorem, we have \( \| \mu_K \mu_K^+ - \hat{\Phi}^1 \| \to 0 \) as \( K \to \infty \). Therefore,
\[
\int \Phi(t) \Phi^*(t - n) dt = \frac{1}{2\pi} \int_{\mathbb{R}} \Phi(\omega) \hat{\Phi}^1(\omega)e^{-in\omega} d\omega = \frac{1}{2\pi} \lim_{K \to \infty} \int_{\mathbb{R}} \mu_K(\omega) \mu_K^1(\omega)e^{-in\omega} d\omega = \delta(n) I_N.
\]
This proves the orthonormality of \( \Phi(t - k), k \in \mathbb{Z} \).

**Lemma 3.2.** Let \( H(\omega) \) be a polynomial matrix of \( e^{-i\omega} \) and \( H(0) = I_N \). Then, there exist an integer \( K_0 \) and a constant \( C > 0 \) such that
\[
\| \prod_{l=1}^{K} H(\frac{\omega}{2^l}) \|_M \leq C \| \prod_{l=1}^{\infty} H(\frac{\omega}{2^l}) \|_M,
\]
for \( \omega \in (-\pi, \pi) \) and \( K > K_0 \).

**Proof.** Since \( H(\omega) \) is a polynomial matrix of \( e^{-i\omega} \) and \( \hat{\Phi}(0) = I_N \), we have
\[
\hat{\Phi}(\omega) = \prod_{k=1}^{\infty} H(\frac{\omega}{2k}),
\]
and
\[
\lim_{\omega \to 0} \| \hat{\Phi}(\omega) - I_N \|_M = 0.
\]
Thus, there exists an integer \( K_0 > 0 \) such that, for \( k > K_0 \) and \( |\omega| < \pi/2 \),
\[
\| \hat{\Phi}(\frac{\omega}{2^k}) - I_N \|_M \leq \epsilon,
\]
and
\[
\| \hat{\Phi}^{-1}(\frac{\omega}{2^k}) \|_M \leq \frac{1}{\epsilon}, \quad \text{i.e.,} \quad \| \left( \prod_{j=k+1}^{\infty} H(\frac{\omega}{2^j}) \right)^{-1} \|_M \leq \frac{1}{\epsilon},
\]
where \( \epsilon \) is a small positive constant.

Therefore, for \( K > K_0 \) and \( |\omega| < \pi/2 \),
\[
\| \prod_{l=1}^{K} H(\frac{\omega}{2^l}) \|_M = \| \prod_{l=1}^{K} H(\frac{\omega}{2^l}) \left( \prod_{j=K+1}^{\infty} H(\frac{\omega}{2^j}) \right)^{-1} \|_M \leq C \| \prod_{l=1}^{\infty} H(\frac{\omega}{2^l}) \|_M,
\]
where \( C = 1/\epsilon \).

**Lemma 3.3.** Let \( H(\omega) \) be a polynomial matrix of \( e^{-i\omega} \) and \( H(0) = I_N \). If
\[
\inf_{|\omega| < \pi/2} |\lambda(\omega)| > 0
\]
for any eigenvalue function \( \lambda(\omega) \) of the polynomial matrix \( H(\omega) \) of variable \( e^{-i\omega} \), then, there exists a constant \( C > 0 \) such that, for any \( \omega \in (-2^K \pi, 2^K \pi) \),
\[
\| \prod_{l=1}^{K} H(\frac{\omega}{2^l}) \|_M \leq C \| \prod_{l=1}^{\infty} H(\frac{\omega}{2^l}) \|_M.
\]
Proof. For $\omega \in (-2^K\pi, 2^K\pi)$, if $k > K$, then $\omega/2^k \in (-\pi/2, \pi/2)$. By the proof of Lemma 3.2, for $\omega \in (-2^K\pi, 2^K\pi)$,

$$\left\| \prod_{l=K+K_0+1}^{\infty} H(\omega/2^l) \right\|_M \leq \frac{1}{e}.$$ 

Let us consider the case of $l \in \{K+1, K+2, \ldots, K+K_0\}$. Let $\delta > 0$ such that $\inf_{|\omega|<\pi/2} |\lambda(\omega)| \geq \delta$ for all eigenvalue functions of the polynomial matrix $H(\omega)$. Then, $(\lambda(\omega))^{-1}$ is an eigenvalue function of the function matrix $(H(\omega))^{-1}$ of variable $e^{-i\omega}$ for $|\omega| < \pi/2$. Thus, there exists positive constant $C_1$, which only depends on $\delta$, such that, for $|\omega| < \pi/2$,

$$\left\| (H(\omega))^{-1} \right\|_M \leq C_1.$$ 

Therefore, for any $\omega \in (-2^K\pi, 2^K\pi)$,

$$\left\| \prod_{l=1}^{K} H(\omega/2^l) \right\|_M = \left\| \prod_{l=1}^{K} \left( \prod_{l=K+K_0+1}^{\infty} H(\omega/2^l) \right)^{-1} \prod_{l=K+1}^{K+K_0} H(\omega/2^l) \right\|_M \leq C \left\| \prod_{l=1}^{\infty} H(\omega/2^l) \right\|_M,$$ 

where $C = C_1^{K_0}/e$. 

By combining the above three lemmas, we have proved the following result.

**Theorem 3.4.** Let $H(\omega)$ be a polynomial matrix of $e^{-i\omega}$ and satisfy (2.9) and (2.11). If

$$\inf_{|\omega|<\pi/2} |\lambda(\omega)| > 0$$

for any eigenvalue function $\lambda(\omega)$ of the polynomial matrix $H(\omega)$ of variable $e^{-i\omega}$, then the solution $\Phi(t)$ in the matrix dilation equation (2.5) is a matrix valued scaling function for an MMRA, and therefore $\Psi_{j,k}(t)$, $j,k \in \mathbb{Z}$, form an orthonormal basis for the matrix valued signal space $L^2(\mathbb{R}, C^{N \times N})$.

Notice that the above sufficient condition is analogous to the one given by Mallat [18]. With the above sufficient condition, it is not hard to construct nontrivial families of orthonormal matrix valued wavelets. The following is an example.

It is not hard to show that, if $H(\omega) = \frac{1}{2}(I_N + e^{i\omega} E(2\omega))$ and $E(\omega)$ is paraunitary, i.e., $E(\omega)E(\omega)^\dagger(\omega) = I_N$, then $G(\omega) = e^{-i\omega} H(\omega + \pi) H(\omega)^\dagger$ and $H(\omega)$ form a pair of MQMF satisfying (2.11)-(2.13). Such property for $H(\omega)$ is called the sampling property in [1]. Let $E(\omega) = U(\omega) \text{diag}(e^{-ik_1\omega}, \ldots, e^{-ik_N\omega}) U(\omega)^\dagger$ for $k_j = 0 \text{ or } 1$, where $U(\omega)$ is an arbitrary paraunitary polynomial matrix and $U(0) = I_N$. Then, it is not hard to see that the above $H(\omega)$ and $G(\omega)$ satisfy (2.11)-(2.13) and the sufficient condition in Theorem 3.4.

4. Connection to Multiwavelets

Let $(\Phi(t))_{l,k}$, $(\Psi(t))_{l,k}$ and $(V_j)_{l,k}$ be the components at the $l$th column and $k$th row of $\Phi(t)$, $\Psi(t)$ and $V_j$, respectively, $l, k = 1, 2, \ldots, N$ and $j \in \mathbb{Z}$. Then,

$$(V_j)_{l,k} \subset (V_{j+1})_{l,k}, \quad \text{and} \quad f(t) \in (V_j)_{l,k} \iff f(2t) \in (V_{j+1})_{l,k},$$

and

$$\cap_{j \in \mathbb{Z}} (V_j)_{l,k} = \{0\}, \quad \text{and} \quad \cup_{j \in \mathbb{Z}} (V_j)_{l,k} \text{ is dense in } L^2(\mathbb{R}).$$
Moreover, for any $f_{lk} \in (V_0)_{lk}$, there exist constants $a_{k_1,m,l,k}$ such that
\begin{equation}
 f_{lk}(t) = \sum_{k_1 \in \mathbb{Z}} \sum_{m=1}^{N} a_{k_1,m,l,k} (\Phi(t-k_1))_{mk}, \ t \in \mathbb{R}.
\end{equation}
And, for any $f \in L^2(\mathbb{R})$, there exist constants $a_{j,k_1,l,k}$ such that
\begin{equation}
 f(t) = \sum_{j,k_1 \in \mathbb{Z}} \sum_{l=1}^{N} a_{j,k_1,l,k} (\Psi_{jk_1}(t))_{lk}, \ t \in \mathbb{R},
\end{equation}
where $k$ is any integer with $1 \leq k \leq N$. This implies the following proposition.

**Theorem 4.1.** Let $\Phi(t)$ be a matrix valued scaling function of an MMRA $\{V_j\}$ and $\Psi(t)$ be its an associated matrix valued wavelet function. Then, for any fixed $k$, $1 \leq k \leq N$, the functions $(\Phi(t))_{lk}, \ l = 1, 2, \ldots, N$, form multiscale functions and $(\Psi(t))_{lk}, \ l = 1, 2, \ldots, N$, form multivariate functions. Moreover, for each pair $(l,k)$, the spaces $(V_j)_{lk}, \ j \in \mathbb{Z}$, form a multiwavelet system of multiplicity $r_k$ where $r_k$ is the maximum number of linearly independent functions of $(\Phi(t))_{lk}, \ l = 1, 2, \ldots, N$.

For more about multiwavelet analysis of multiplicity $r$, see [2]-[3]. We next want to study the orthonormality of the column multiscale functions induced from the orthonormality for matrix valued scaling functions, which is
\begin{equation}
 \sum_{m=1}^{N} I_{lm} (\Phi(t-\tau_1))_{lm} (\Phi^*(t-\tau_2))_{lk} dt = \delta(\tau_1-\tau_2)\delta(l-k).
\end{equation}
Or,
\begin{equation}
 I_{lk} (\Phi(t-\tau_1))(\Phi^*(t-\tau_2)) + \sum_{m=1, m \neq k}^{N} I_{lm} (\Phi(t-\tau_1))(\Phi^*(t-\tau_2))_{lk} dt = \delta(\tau_1-\tau_2)\delta(l-k).
\end{equation}
Consider the multiscale functions from the $k$th column $(\Phi(t))_{lk}(t), \ 1 \leq l \leq N$, of $\Phi(t)$. The conventional orthogonality studied in the current literature for multiwavelets is
\begin{equation}
 I_{lk} (\Phi(t-\tau_1))(\Phi^*(t-\tau_2))_{lk} dt = \delta(\tau_1-\tau_2)\delta(l-l_2).
\end{equation}
We call the orthogonality (4.5) **Orthogonality A**, and the orthogonality (4.4) **Orthogonality B**, for multiscale functions $(\Phi(t))_{lk}(t), \ 1 \leq l \leq N$. One can see that the second term in the left hand side of (4.4), Orthogonality B, is the flexibility term over (4.5), Orthogonality A.

**Lemma 4.2.** The conventional Orthogonality A for all column vectors of a matrix valued scaling function implies Orthogonality B induced from the orthogonality for matrix valued scaling functions.

**Proof.** To prove (4.4), we only need to prove (4.3), which is
\begin{equation}
 \sum_{m=1}^{N} I_{lm} (\Phi(t-\tau_1))(\Phi^*(t-\tau_2))_{lk} dt = \sum_{m=1}^{N} \delta(\tau_1-\tau_2)\delta(l-k) = N\delta(\tau_1-\tau_2)\delta(l-k).
\end{equation}

Comparing Orthogonality A in (4.5) and Orthogonality B in (4.4) or (4.3), one can see that the former requires the orthogonality for each individual component.
in a vector while the later only needs the orthogonality for the vector itself. This implies that Orthogonality B is weaker than Orthogonality A. On the other hand, these two orthogonalities imply the same orthogonality (2,11) for the discrete matrix filterbank $H(\omega)$.

We now consider a subspace of $L^2(\mathbb{R}, \mathbb{C}^{N \times N})$:

$$L^2(\mathbb{R}, \mathbb{C}^N) = \{ f = (f_{k,l}(t))_{N \times N} \in L^2(\mathbb{R}, \mathbb{C}^{N \times N}) : f_{k,l}(t) = 0 \text{ for } 2 \leq l \leq N \},$$

which is isomorphic to the $N \times 1$ vector valued signal space. We may define its corresponding MAR, scaling functions, wavelet functions similarly. In this case, $\Phi(t) = ((\Phi(t))_{kl})_{N \times N}$ with $(\Phi(t))_{kl} = 0$ for $2 \leq l \leq N$. Clearly, Orthogonality A and Orthogonality B are equivalent in this case. In other words, Orthogonality A only corresponds to Orthogonality B in a proper subspace of the matrix valued signal space.

With Orthogonality A, necessary and sufficient conditions on $H(\omega)$ that leads to orthogonal multiwavelets have been obtained, see for example [15]. Since the stronger Orthogonality A is used, the necessary and sufficient condition on $H(\omega)$ is not easy to check or use. However, with the weaker Orthogonality B, the condition on $H(\omega)$ in Theorem 3.4 is much easier to check so that one is able to use it to construct families of nontrivial orthogonal(B) multiwavelets as studied in Section 3. The basic idea doing this is to embed an $N \times 1$ vector into an $N \times N$ matrix and then use the matrix orthogonality. Another way to interpret this idea is that we lift a one dimensional vector into a two dimensional matrix with additional freedoms to play with, which makes the construction easier. One now might want to ask whether this new Orthogonality B is physically meaningful. The answer is yes because it provides a complete decorrelation for matrix valued signals as we shall study in the next section.

5. Matrix Karhunen Loève Expansion

In this section, we show that Orthogonality B provides a complete decorrelation for matrix valued random processes.

5.1. Matrix KL Expansion: Definition. Let $X(t), t \in [a, b]$ with $-\infty < a < b < \infty$, be a matrix valued random process with finite second moments, i.e.,

$$E(X^\dagger(t)X(t)) \in \mathbb{C}^{N \times N},$$

and each path $X(t) \in L^2(\mathbb{R}; \mathbb{C}^{N \times N})$. Let

$$R(s, t) \doteq E(X^\dagger(s)X(t)), \quad s, t \in [a, b].$$

If there exist $\Phi_n(t) \in L^2(a, b; \mathbb{C}^{N \times N}), \Lambda_n \in \mathbb{C}^{N \times N}, n = 1, 2, \ldots,$ such that

$$\int_a^b \Phi_n(s)R(s, t)ds = \Lambda_n \Phi_n(t), \quad n = 1, 2, \ldots, t \in [a, b],$$

and

$$\langle \Phi_n, \Phi_m \rangle = \delta(m - n)I_N, \quad m, n = 1, 2, \ldots,$$

and

$$X(t) = \sum_{n=1}^{\infty} \langle X, \Phi_n \rangle \Phi_n(t), \quad t \in [a, b],$$
then, the expansion of $X(t)$ in (5.4) is called the matrix Karhunen-Loève expansion of $X(t)$. If the matrix Karhunen-Loève (MKL) expansion of $X(t)$ exists, then $X(t)$ is decorrelated into a matrix valued random sequence $Y_n \triangleq \langle \Phi_n, X \rangle$ as

$$E(Y_n^* Y_n^m) = \delta(n - m)\Lambda_n, \quad m, n = 1, 2, \ldots.$$  

The random sequence $Y_n$, $n = 0, 1, 2, \ldots$, is called the matrix Karhunen-Loève transform of $X(t)$.

Notice that when $N = 1$, the above MKL expansions/transforms are reduced to the conventional KL expansions/transforms. The object of this section is to study the MKL expansion of $X(t)$.

Two special cases were studied in [23]-[24]. In one, the constant matrix $\Lambda_n$ in (5.2) was replaced by a scalar value and in the other, $\Phi_n(t)$ in (5.2) was replaced by a scalar-valued function. As mentioned in §3.7 in [24], only a few cases satisfy these assumptions, and therefore they are not complete. The main reason for not using the product of two matrices at the right hand side in (5.2) is due to the difficulty of handling the noncommutativity of matrix products.

5.2. The Generalized Hilbert-Schmidt and Mercer’s Theorems. Without loss of generality, in what follows we assume $a = 0$ and $b = T > 0$. Let $K(s, t)$, $s, t \in [0, T]$, be a matrix valued function of two variables in $L^2(0, T; \mathbb{C}^{N \times N})$. In other words, for each $s \in [0, T]$, $K(s, \cdot) \in L^2(0, T; \mathbb{C}^{N \times N})$, and for each $t \in [0, T]$, $K(\cdot, t) \in L^2(0, T; \mathbb{C}^{N \times N})$, and

$$\int_0^T \int_0^T \|K(s, t)\|_M^2 ds dt < \infty.$$  

If $K(s, t)$ satisfies the above conditions, then $K(s, t)$ is called a matrix Fredholm integral operator. It is clear that a matrix Fredholm integral operator $K(s, t)$ maps $L^2(0, T; \mathbb{C}^{N \times N})$ into itself:

$$(Kf)(t) \triangleq \int_0^T f(s)K(s, t)ds \in L^2(0, T; \mathbb{C}^{N \times N}).$$

Let $\Phi(t) \in L^2(0, T; \mathbb{C}^{N \times N})$ with $\langle \Phi, \Phi \rangle = I_N$, and $\Lambda \in \mathbb{C}^{N \times N}$. If the following identity holds:

$$\int_0^T \Phi(s)K(s, t)ds = \Lambda \Phi(t), \quad t \in [0, T],$$  

then, $\Phi(t)$ and $\Lambda$ are called eigen-matrix-functions and eigen-matrix-values of the operator $K(s, t)$, respectively.

Notice that the property $\langle \Phi, \Phi \rangle = I_N$ is required in the above definitions of eigen-matrix-functions and eigen-matrix-values, which is different from the scalar-valued case. In the scalar-valued case, if $\phi(t)$ is an eigenfunction associated with an eigenvalue $\lambda$ for a scalar Fredholm integral operator, then $a\phi(t)$ for any constant $a \neq 0$ is also an eigenfunction associated with $\lambda$. It is not known, however, whether the following statement is true: If $\Phi(t)$ is an eigen-matrix-function associated with an eigen-matrix-value $\Lambda$ for a matrix Fredholm integral operator $K(s, t)$, then $A\Phi(t)$ or $\Phi(t)A$ for an $N \times N$ matrix $A \in \mathbb{C}^{N \times N}$ is also an eigen-matrix-function associated with $\Lambda$ for the operator $K(s, t)$. The difficulty is due to the noncommutativity of matrix multiplications.
A matrix Fredholm integral operator $K(s,t)$ is called Hermitian if $K(s,t) = K^\dagger(t,s)$ for $s, t \in [0, T]$. If $K(s,t)$ is Hermitian and $\Lambda$ is its eigen-matrix-value, then $\Lambda = \Lambda^\dagger$, i.e., $\Lambda$ is also Hermitian. This is because

$$\langle \Phi, \Phi \rangle = \Lambda = (\langle \Phi, K \Phi \rangle)^\dagger = \Lambda^\dagger.$$  

We associate each matrix Fredholm integral operator $K(s,t)$ on $[0,T] \times [0,T]$ with the following scalar Fredholm integral operator $K(s,t)$ on $[0,NT] \times [0,NT]$:

$$(5.8) \quad K(s,t) \triangleq K_{k,l}(s - (k - 1)T, t - (l - 1)T),$$

if $(s,t) \in ((k - 1)T,kT] \times ((l - 1)T,lT]$, $k,l = 1,2,...,N$, where $K_{k,l}(s,t)$ is the component function of $K(s,t)$ at the $k$th row and the $l$th column. The property (5.6) implies the following properties for $K(s,t)$:

$$(5.9) \quad \int_0^{NT} \int_0^{NT} |K(s,t)|^2 dt ds < \infty,$$

and if $K(s,t)$ is Hermitian then $K(s,t)$ is also Hermitian, i.e., $K(s,t) = K^*(t,s)$, where $^*$ means the complex conjugate.

We now have the following generalized Hilbert-Schmidt theorem.

**Theorem 5.1.** Let $K(s,t), s,t \in [0,T]$, be a Hermitian matrix Fredholm integral operator and $K(s,t)$, $s,t \in [0,NT]$, be its associated scalar Fredholm integral operator. Let $\lambda_1, \lambda_2,...$, all be eigenvalues (including multiples) of $K(s,t)$ with $|\lambda_1| \geq |\lambda_2| \geq \cdots$. Then, an $N \times N$ matrix $\Lambda$ is an eigen-matrix-value of the operator $K(s,t)$ if and only if

$$(5.10) \quad \Lambda = U \text{diag}(\lambda_{n_1}, \cdots, \lambda_{n_N}) U^\dagger,$$

where $U$ is a certain $N \times N$ unitary matrix, and $n_1,...,n_N$ are positive integers with $n_1 < n_2 < \cdots < n_N$. Moreover, if the operator $K(s,t)$ doesn’t have zero eigenvalue, i.e., $|\lambda_n| > 0$, $n = 1,2,...$, then, the eigen-matrix-functions $\Phi_n(t)$ corresponding to the eigen-matrix-values $\Lambda_n \triangleq \text{diag}(\lambda_{(n-1)N+1}, \cdots, \lambda_{nN})$, $n = 1,2,...$, form an orthonormal basis for the matrix valued signal space $L^2(0,T; \mathbb{C}^{N \times N})$.

**Proof:** From the definition of an eigen-matrix-value in (5.7), $U^\dagger \Lambda U$ is an eigen-matrix-value of $K(s,t)$ if $\Lambda$ is an eigen-matrix-value of $K(s,t)$ and $U$ is an $N \times N$ unitary matrix. Thus, to prove $\Lambda$ in (5.10) is an eigen-matrix-value of $K(s,t)$, we only need to prove the diagonal matrix $\text{diag}(\lambda_{n_1}, \cdots, \lambda_{n_N})$ is an eigen-matrix-value of $K(s,t)$. In fact, without loss of generality, we only need to prove $\Lambda_n$ is an eigen-matrix-value of $K(s,t)$ for any integer $n > 1$.

Let $\phi_n(t), t \in [0,NT]$, be the eigenfunctions of $K(s,t)$ corresponding to $\lambda_n$, $n = 1,2,...$, i.e., $\phi_n(t), t = 1,2,...$, form an orthonormal set of $L^2(0,NT; \mathbb{C})$, and

$$(5.11) \quad \int_0^{NT} \phi_n(s)K(s,t)ds = \lambda_n \phi_n(t), \quad t \in [0,NT].$$

Then, equation (5.11) can be rewritten as

$$(5.12) \quad \int_0^{T} \sum_{k=0}^{N-1} \phi_n(s + kT)K(s + kT,t)ds = \lambda_n \phi_n(t), \quad t \in [0,NT].$$
Let $\phi_{k,n}(s) \triangleq \phi_n(s + kT), \ s \in [0,T], \ k = 0, 1, ..., N - 1$. Then,

\begin{equation}
\int_0^T \sum_{k=0}^{N-1} \phi_{k,n}(s)K(s + kT, t)ds = \lambda_n \phi_{n}(t - lT),
\end{equation}

for $t \in (lT, (l + 1)T], \ l = 0, 1, ..., N - 1$. Let

\begin{equation}
\Phi_n(s) \triangleq \begin{pmatrix}
\phi_0((n-1)N+1)(s) & \phi_0((n-1)N+2)(s) & \cdots & \phi_0,n(s) \\
\phi_1,(n-1)N+1(s) & \phi_1,(n-1)N+2(s) & \cdots & \phi_1,n(s) \\
\vdots & \vdots & \ddots & \vdots \\
\phi_{N-1,1,N-1,1}(s) & \phi_{N-1,1,N-1,2}(s) & \cdots & \phi_{N-1,1,N}(s)
\end{pmatrix}.
\end{equation}

By (5.8), (5.13) can be rewritten as

\begin{equation}
\int_0^T \Phi_n(s)K(s, t)dt = \Lambda_n \Phi_n(t), \ n = 1, 2, ..., \ t \in [0,T].
\end{equation}

By the orthonormality of $\phi_n(s), t \in [0,NT]$, it is not hard to see that

\begin{equation}
\langle \Phi_m, \Phi_n \rangle = \delta(m-n)I_N, \ m, n = 1, 2, ..., \text{such that}
\end{equation}

Therefore, we have proved that $\Lambda_n, \ n = 1, 2, ..., \text{are eigen-matrix-values of the operator } K(s, t)$.

Conversely, let $\Lambda$ be an eigen-matrix-value of the operator $K(s, t)$. By the previous discussion we know that $\Lambda$ is Hermitian. Thus, there exists a unitary matrix $U$ such that $\Lambda = U \text{diag}(\alpha_1, \cdots, \alpha_N)U^\dagger$ with $|\alpha_1| \geq \cdots \geq |\alpha_N|$. By definition (5.7) of an eigen-matrix-value, $\text{diag}(\alpha_1, \cdots, \alpha_N)$ is also an eigen-matrix-value of $K(s, t)$, i.e., there is $\Phi(t) \in L^2(0, T; C^{N \times N})$ with $\langle \Phi, \Phi \rangle = I_N$ such that

\begin{equation}
\int_0^T \Phi(s)K(s, t)ds = \text{diag}(\alpha_1, \cdots, \alpha_N)\Phi(t), \ t \in [0,T].
\end{equation}

Assume $\phi_{m,n}(s)$ is the $m$th row and the $n$th column component function of $\Phi(s)$. Let $\phi_n(s) = \phi_{m,n}(s - (m - 1)T)$ if $s \in ((m - 1)T, mT]$ for $m, n = 1, 2, ..., N$. By (5.8) and (5.17), the function $\phi_n(s)$ is an eigenfunction of the operator $K(s, t)$ with its corresponding eigenvalue $\alpha_n, n = 1, 2, ..., N$. Thus, $\alpha_k = \lambda_{n_k}$ for some $k$ with $n_1 < n_2 < \cdots < n_N$. This proves (5.10).

When $K(s, t)$ has no zero eigenvalue, by the scalar Hilbert-Schmidt theorem (see [25]), the eigenfunctions $\phi_n(t), \ n = 1, 2, ..., \text{form an orthonormal basis for } L^2(0, NT; C^{N \times N})$. Therefore, any $f(t) \in L^2(0, NT; C)$ can be represented as

\begin{equation}
f(t) = \sum_{n=1}^{\infty} \langle f, \phi_n \rangle \phi_n(t), \ t \in [0, NT].
\end{equation}

Similarly, (5.18) can be rewritten as

\begin{equation}
f(t) = \sum_{n=1}^{\infty} \int_0^T f(s)(\phi_{0,n}(s), \cdots, \phi_{N-1,n}(s))ds(\phi_{0,n}(t), \cdots, \phi_{N-1,n}(t)), \ t \in [0, T],
\end{equation}

for any $N \times 1$ vector-valued $f \in L^2(0, T; C^N)$. By regrouping the above summation, we have

\begin{equation}f(t) = \sum_{n=1}^{\infty} \int_0^T f(s)\Phi_n(t)ds, \ t \in [0, T], \ f \in L^2(0, T; C^N).
\end{equation}
Extending \( f(t) \in L^2(0,T;\mathbb{C}^N) \) to \( f(t) \in L^2(0,T;\mathbb{C}^{N \times N}) \), we have

\[
(5.20) \quad f(t) = \sum_{n=1}^{\infty} \langle f, \Phi_n \rangle \Phi_n(t), \quad t \in [0,T], \quad f(t) \in L^2(0,T;\mathbb{C}^{N \times N}).
\]

This proves that the sequence \( \Phi_n(t), n = 1,2,\ldots \), forms an orthonormal basis for \( L^2(0,T;\mathbb{C}^{N \times N}) \).

From the above proof, the eigen-matrix-function \( \Phi_n(t) \) in Theorem 5.1 associated with the eigen-matrix-value \( \Lambda_n \) in Theorem 5.1 is formulated by (5.14), for \( n = 1,2,\ldots \). We next want to generalize Mercer's Theorem. A matrix Fredholm integral operator \( K(s,t) \) is called positive if the \( N \times N \) matrix \( \langle f,Kf \rangle \) for any \( f(t) \in L^2(0,T;\mathbb{C}^{N \times N}) \) is nonnegative definite, i.e., \( \langle x, Kf \rangle x \geq 0 \) for any \( x \in \mathbb{C}^N \).

**Lemma 5.2.** A matrix Fredholm integral operator \( K(s,t) \) is positive if and only if its associated scalar Fredholm integral operator \( K(s,t) \) is positive.

**Proof:** Writing \( \langle f, Kf \rangle \) up, similar to the proof of Theorem 5.1, we have

\[
(5.21) \quad \int_0^T \int_0^T f^*(s)K^*(s,t)f(t)dsdt = \int_0^T \int_0^T f(t)K^\dagger(s,t)f^\dagger(s)dtds,
\]

where \( f(t) \in L^2(0,T;\mathbb{C}^N) \). On the other hand,

\[
(5.22) \quad x^\dagger \int_0^T \int_0^T f(t)K^\dagger(s,t)f^\dagger(s)dt dx = \int_0^T \int_0^T (x^\dagger f(t))(K^\dagger(s,t)(x^\dagger f(s))^\dagger)dt ds,
\]

where \( x \in \mathbb{C}^N \) and \( f(t) \in L^2(0,T;\mathbb{C}^{N \times N}) \). Since

\[
L^2(0,T;\mathbb{C}^N) = \{ f(t)x : x \in \mathbb{C}^N, f \in L^2(0,T;\mathbb{C}^{N \times N}) \},
\]

the values in (5.21) are nonnegative for all \( f(t) \in L^2(0,T;\mathbb{C}^N) \) is equivalent to that the values in (5.22) are nonnegative for all \( x \in \mathbb{C}^N \) and all \( f(t) \in L^2(0,T;\mathbb{C}^{N \times N}) \). This proves Lemma 5.2.

**Theorem 5.3.** Let \( K(s,t) \) be a Hermitian matrix Fredholm integral operator. If \( K(s,t) \) is positive and its associated scalar Fredholm integral operator \( K(s,t) \) is continuous in \([0,NT] \times [0,NT]\), then

\[
(5.23) \quad K(s,t) = \sum_{n=1}^{\infty} \Phi_n^\dagger(s)\Lambda_n \Phi_n(t), \quad s,t \in [0,T],
\]

where \( \Phi_n(t) \) and \( \Lambda_n \) are the same as in Theorem 5.1 and the convergence of the infinite summation is uniform.

**Proof:** By Lemma 5.2, the operator \( K(s,t) \) is also positive. By Mercer’s theorem for the operator \( K(s,t) \) (see [25]),

\[
K(s,t) = \sum_{n=1}^{\infty} \phi_n^\dagger(s)\phi_n(t)\lambda_n, \quad s,t \in [0,NT],
\]

where \( \phi_n, \lambda_n \) are eigenfunctions and eigenvalues of \( K(s,t) \) and the convergence is uniform. Regrouping the above summation and using the same technique in the proof of Theorem 5.1, (5.23) can be proved.
5.3. Matrix KL Expansions for Continuous-Time Matrix Valued Signals. We now come back to the MKL expansions for continuous-time matrix valued signals.

Let $\mathbf{R}(s, t)$ be the correlation matrix function defined by (5.1) of a matrix valued random process $\mathbf{X}(t)$ with $a = 0$ and $b = T$. Assume $\mathbf{R}(s, t) \in L^2(0, T; \mathbb{C}^{N \times N})$. Then $\mathbf{R}(s, t)$ is a Hermitian matrix Fredholm integral operator on $L^2(0, T; \mathbb{C}^{N \times N})$; moreover $\mathbf{R}(s, t)$ is positive. Therefore, we can apply the generalized Hilbert-Schmidt Theorem and the generalized Mercer’s Theorem.

Let $\mathbf{R}(s, t)$ be the associated scalar Fredholm integral operator of the operator $\mathbf{R}(s, t)$, that is defined by (5.8). Let $\phi_n(t)$, $\lambda_n$, $n = 1, 2, \ldots$, all be eigenfunctions and eigenvalues (including multiples) of the operator $\mathbf{R}(s, t)$ with

$$
\int_0^{NT} \phi_n(s) R(s, t) ds = \lambda_n \phi_n(t), \ t \in [0, NT], \ n = 1, 2, \ldots,
$$

and

$$
\int_0^{NT} \phi_m(t) \phi_n^*(t) dt = \delta(m - n), \ m, n = 1, 2, \ldots,
$$

where $|\lambda_1| \geq |\lambda_2| \geq \cdots$. Since the operator $\mathbf{R}(s, t)$ is positive, by Lemma 5.2, the operator $\mathbf{R}(s, t)$ is also positive. Thus, $\lambda_1 \geq \lambda_2 \geq \cdots \geq 0$.

Let

$$
\Lambda_n \triangleq \text{diag}(\lambda_{(n-1)N+1}, \ldots, \lambda_{nN}), \ n = 1, 2, \ldots,
$$

and, for $t \in [0, T]$, $n = 1, 2, \ldots$, and $\Phi_n(t)$ defined by (5.14). Then, by Theorem 5.1, its proof and (5.25), $\Phi_n(t)$ is an eigen-matrix-function of the operator $\mathbf{R}(s, t)$ corresponding to the eigen-matrix value $\Lambda_n$ in (5.26) for $n = 1, 2, \ldots$. This gives the following first condition on signals so that their MKL expansions exist.

**Theorem 5.4.** Let $\mathbf{X}(t)$, $t \in [0, T]$, be a random process with its correlation matrix function $\mathbf{R}(s, t) \in L^2(0, T; \mathbb{C}^{N \times N})$. If $\lambda_n > 0$, $n = 1, 2, \ldots$, then, for each path of $\mathbf{X}(t)$,

$$
\mathbf{X}(t) = \sum_{n=1}^{\infty} \langle \mathbf{X}, \Phi_n \rangle \Phi_n(t), \ t \in [0, T],
$$

i.e., the MKL expansion of $\mathbf{X}(t)$ exists in the sense (5.2)-(5.4).

The second condition is given by the following theorem.

**Theorem 5.5.** Let $\mathbf{X}(t)$, $t \in [0, T]$, be a random process with its correlation matrix function $\mathbf{R}(s, t) \in L^2(0, T; \mathbb{C}^{N \times N})$. If its associated scalar Fredholm integral operator $\mathbf{R}(s, t)$ is continuous in $[0, NT] \times [0, NT]$, then the MKL expansion of $\mathbf{X}(t)$ exists:

$$
\mathbf{X}(t) = \sum_{n=1}^{\infty} \langle \mathbf{X}, \Phi_n \rangle \Phi_n(t), \ t \in [0, T],
$$

where the convergence is in the mean square sense.

The proofs of the above two theorems are straightforward by using the results in Section 5.2.

From Theorems 5.4-5.5, it seems that the MKL expansions of $\mathbf{X}(t)$ depend on the definition of the associated scalar Fredholm integral operator $\mathbf{R}(s, t)$ of $\mathbf{R}(s, t)$. One might ask, when the existence of the MKL expansion of $\mathbf{X}(t)$ in the sense
of (5.2)-(5.4) is assumed, whether the MKL expansion of $X(t)$ changes if the way to define $R(s, t)$ in (5.8) changes. The answer is NO. In other words, the MKL expansions (5.27) and (5.28) in Theorems 5.4-5.5 are necessary.

**Theorem 5.6.** Let $X(t)$, $t \in [0, T]$, be a random process with its correlation matrix function $R(s, t) \in L^2(0, T; \mathbb{C}^{N \times N})$. If the MKL expansion of $X(t)$ exists in the sense of (5.2)-(5.4), then the MKL expansion of $X(t)$ can always be written as

$$
X(t) = \sum_{n=1}^{\infty} \langle X, \Phi_n \rangle \Phi_n(t), \ t \in [0, T],
$$

where $\Phi_n(t)$, $n = 1, 2, ...$, are defined in (5.14).

**Proof:** By (5.2)-(5.4), there exist $\Phi_n'(t) \in L^2(0, T; \mathbb{C}^{N \times N})$ and $\Lambda_n' \in \mathbb{C}^{N \times N}$, $n = 1, 2, ...$, such that

$$
\int_0^T \Phi_n'(s)R(s, t)ds = \Lambda_n' \Phi_n'(t), \ n = 1, 2, ..., \ t \in [0, T],
$$

$$
\langle \Phi_n', \Phi_m' \rangle = \delta(n - m) I_N, \ m, n = 1, 2, ...,
$$

and

$$
X(t) = \sum_{n=1}^{\infty} \langle X, \Phi_n' \rangle \Phi_n'(t), \ t \in [0, T].
$$

Thus, $\Phi_n'(t)$ is an eigen-matrix-function of the operator $R(s, t)$ corresponding to the eigen-matrix-value $\Lambda_n'$ for $n = 1, 2, ...$. By Theorem 5.1, there exist unitary matrices $U_n$ such that $\Lambda_n = U_n^\dagger \Lambda_n' U_n$ for $n = 1, 2, ...$, where the order of the eigenvalues $\lambda_n$ is rearranged if necessary. Moreover, $\Lambda_n$ is an eigen-matrix-value of $R(s, t)$ with its eigen-matrix-function $U_n \Phi_n'(t)$, $n = 1, 2, ...$. Then, similar to the proof of Theorem 5.1, one can show that $\Phi_n(t) = U_n \Phi_n'(t)$, $n = 1, 2, ...$. By (5.30),

$$
X(t) = \sum_{n=1}^{\infty} \langle X, U_n^\dagger \Phi_n \rangle U_n^\dagger \Phi_n(t) = \sum_{n=1}^{\infty} \langle X, \Phi_n \rangle \Phi_n(t).
$$

This proves (5.29). \hspace{1cm} \blacklozenge

From Theorems 5.1-5.6, one can clearly see that a matrix valued random process $X(t)$ is completely decorrelated in the both time and the spatial domains using Orthogonality B.

6. Conclusion

In this paper, we studied orthonormal matrix valued multiresolution analysis and wavelets. A simple sufficient condition on the matrix filter $H(\omega)$ that leads to orthonormal matrix valued wavelets is presented, which is analogous to the one given by Mallat in [18] for scalar valued wavelets. This sufficient condition enables us to construct families of nontrivial orthonormal matrix valued wavelets. With orthonormal matrix valued wavelets, one is able to construct multiwavelets with a different orthonormality (called Orthogonality B in this paper) from the one people currently use (called Orthogonality A in this paper). It was shown that Orthogonality B is weaker than Orthogonality A. We believe that this weaker orthogonality makes the sufficient condition simple. The main idea behind it is that one dimensional vectors are lifted to two dimensional matrices, and therefore more
freedoms are available. It was also shown that Orthogonality B provides a complete Karhunen-Loève expansion, i.e., a complete decorrelation, for matrix valued signals.
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