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Continuous Random Variables 

X is called a continuous RV if there is a nonnegative function f(x) such that

for any set B ✓ R,
P (X 2 B) =

Z

B
f(x)dx

where f(x) is called the probability density function (PDF) of X.

For example, suppose X has PDF f(x). Then we have

P (X 2 [a, b]) =

Z b

a
f(x)dx

P (X 2 R) =
Z 1

�1
f(x)dx = 1

P (X = a) =

Z a

a
f(x)dx = 0
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Example 

Problem: Suppose that X is a continuous RV with PDF

f(x) =

(
c(4x� 2x

2
) 0 < x < 2

0 otherwise

Find a) the value of c; and b) P (X > 1).

Solution: a) Since f(x) is a PDF, we have

1 =

Z 1

�1
f(x)dx =

Z 2

0
c(4x� 2x

2
)dx = c⇥ (2x

2 � 2

3

x

3
)

��2
0
= c⇥ 8

3

and therefore c =

3
8 .

b) Plugging the value of c, we have

P (X > 1) =

Z 1

1
f(x)dx =

Z 2

1

3

8

(4x� 2x

2
)dx =

1

2
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Cumulative Distribution Function 

The cumulative distribution function, or CDF, for a continuous RV X is defined

as

F (a) = P (X  a) = P (X < a) =

Z a

�1
f(x)dx

The CDF and PDF are related by

f(a) = F

0
(a) =

d

da

F (a)

Example: If X is a continuous RV with distribution function FX and density

function fX . Find the density function of Y = 2X.

Solution: By the definition of CDF, we have

FY (a) = P (Y  a) = P (2X  a) = P

⇣
X  a

2

⌘
= FX

⇣
a

2

⌘

Therefore, the density of Y is given by

fY (a) =
d

da

FY (a) =
d

da

FX

⇣
a

2

⌘
=

1

2

fX

⇣
a

2

⌘
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Expectation 

Expectation for a continuous RV X:

E[X] =

Z 1

�1
x · f(x)dx

Example: For X with PDF given by

f(x) =

(
2x 0  x  1

0 otherwise

the expectation E[X] is

E[X] =

Z 1

�1
xf(x)dx =

Z 1

0
x⇥ 2xdx =

2

3
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Expectation 

Expectation for function of a continuous RV X:

E[g(X)] =

Z 1

�1
g(x) · f(x)dx

and E[aX + b] = aE[X] + b.

Example: For X with PDF given by

f(x) =

(
1 0  x  1

0 otherwise

the expectation E[e

X

] is

E[X] =

Z 1

�1
e

x

f(x)dx =

Z 1

0
e

x

dx = e� 1
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Variance 

Var(X) = E[(X � µ)

2
] = E[X

2
]� µ

2
, µ = E[X]

and

Var(aX + b) = a

2
Var(X)

Example: For X with PDF given by

f(x) =

(
2x 0  x  1

0 otherwise

the second moment E[X

2
] is

E[X

2
] =

Z 1

�1
x

2
f(x)dx =

Z 1

0
x

2 ⇥ 2xdx =

1

2

and Var(X) = E[X

2
]� µ

2
=

1
2 �

�
2
3

�2
=

1
18
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Uniform RV 
A RV X ⇠ Unif(↵,�) is said to be uniformly distributed over (↵,�) if its PDF

is

f(x) =

(
1

��↵ ↵  x  �

0 otherwise

Its CDF is given by

F (a) =

Z a

�1
f(x)dx =

8
><

>:

0 a  ↵

a�↵
��↵ ↵  a  �

1 a � �

The expectation E[X] is

E[X] =

Z 1

�1
xf(x)dx =

Z �

↵
x⇥ 1

� � ↵

dx =

� + ↵

2

The second moment E[X

2
] is

E[X

2
] =

Z 1

�1
x

2
f(x)dx =

Z �

↵
x

2 ⇥ 1

� � ↵

dx =

�

3 � ↵

3

3(� � ↵)

=

�

2
+ ↵

2
+ �↵

3

So we have Var(X) = E[X

2
]� µ

2
=

(��↵)2

12
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