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Abstract

In this paper we survey the main algorithms
used in positive and unlabeled learning. The
existing methods can be divided into three
classes. The first class is a two-step strategy,
which tries to identify some reliable negative
examples in the unlabeled data first, and then
applies supervised learning algorithms on pos-
itive data and reliable negative data. The sec-
ond class tries to weight the positive and unla-
beled examples, and estimate the conditional
probability of positive label given an example.
The third one just treats the unlabeled data as
highly noisy negative data. At last we con-
clude and discuss the future work.

1 Introduction

In supervised machine learning, a binary classifier is
usually trained on positive data P and negative data
N . But in many situations, positive data is avail-
able while negative data is not, and unlabeled data
U can be obtained easily. For example, in the field
of bioinformatics, there are many corpora in which
biological entities are annotated, such as gene, pro-
tein, disease, etc. If we want to train a gene name
recognizer, then only positive examples (annotated
gene) are available, as well as a large set of unla-
beled data which we can get by dictionary matching.
Another example is a company may have a list of
current customers and would like to identify poten-
tial customers in some database, then the informa-
tion of current customers can be viewed as positive
data and the people in the database as unlabeled data
which contains potential customers as well as non-

potential ones. The problem is that traditional super-
vised learning methods often requires both positive
and negative data, but in many cases negative data
is not of interest and thus not collected. However,
unlabeled data can be easily obtained. We want to
learn a binary classifier based on positive data P and
unlabeled data U .

There are mainly three classes of methods pro-
posed for positive and unlabeled learning. The most
common one is a two-step strategy, including (Liu et
al., 2003), (Yu et al., 2002) and (Li and Liu, 2003).
(Liu et al., 2003) gives a nice summarization of this
kind of methods. The first step usually uses some
simple classifiers to identify a set of reliable negative
examples RU from unlabeled data, and then applies
traditional supervised learning algorithm on P and
RU to build a classifier. The second class is to view
unlabeled data as negative data, and weight positive
and negative examples to estimate the some proba-
bility queries of training data. Logistic regression
(Lee and Liu, 2003) and weighted SVM (Elkan and
Noto, 2008) are two algorithms used in this class of
methods. The last class of methods regard the unla-
beled data as highly noisy negative data, e.g., there
are many true positive examples in it. Biased SVM
(Liu et al., 2003) is used in this class of methods.

The rest of the paper are organized as following.
In Section 2, we will describe the two-step strategy
and go through four methods used in the first step,
because this is the most important part for solving
this problem, and then list the supervised learning
algorithms used in the second step. In Section 3,
we will review two methods of the second class, us-
ing logistic regression and weighted SVM , respec-



tively. In Section 4, we will review Biased SVM for
the third class of methods, which uses an asymmet-
ric cost function to tolerate some noise in negative
data and learn a classifier. Finally we conclude and
discuss the future work in Section 5.

2 Two-step Strategy

The two-step strategy is very straight-forward. Be-
cause we don’t have negative data, and unlabeled
data contains both positive and negative examples,
we can try to identify some reliable negative data
RN from U . Traditional supervised learning algo-
rithms then can be applied on P and RU to learn a
classifier.

2.1 Methods for Step 1
We will review four methods for the first step in this
subsection: Rocchio, Naive Bayesian Classifier, Spy
technique and 1-DNF method. We take document
classification problem to explain these methods.

2.1.1 Method 1: Rocchio
Rochhio classification algorithm (Rocchio, 1971)

is an early method. It was used to classify docu-
ments in a document set D. Each document d is
represented by a feature vector in which each feature
is some IR score, such as tf-idf score. The classes in
the documents set are characterized by a prototype
vector. Let Cj be the jth class of documents, cjbe
the prototype vector of Cj . Then cj is computed in
training as in formula below. αand β are the weights
for the documents inCj andD−Cj . In testing, for a
document d, some similarity function f can be used
to compute a similarity score between d and cj . The
class with the highest similarity score is assigned to
d.
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Rocchio algorithm is used to build a prototype
vector for P and U , respectively. Then the proto-
type vectors are used to classify unlabeled examples
inU . If the example has a higher similarity score
with the negative prototype vector than with the pos-
itive one, then it’s regarded as reliable negative ex-
ample to form RU .

2.1.2 Method 2: Naive Bayesian Classifier
The naive Bayesian method is used very often in

classification. Let D be the set of documents we
want to classify, C = c1, c2, . . . , cn be the prede-
fined classes of the documents, V = x1, . . . , x|V | be
the vocabulary where xi is a word. Naive Bayesian
(NB) classifier computes the conditional probability
P (cj |di) for a given document di. The class cjwith
the highest probability is assigned to the document.
First, we compute the probability P (cj) for each
class as below.

P (cj) =

∑|D|
i=1 P (cj |di)
|D|

The probability P (cj |di) is just 1 if di belongs to
cj , otherwise it’s 0. We use N(xt, di) to denote the
number of word xt appearing in document di. Then
we can compute the probability for a word xt given
a class P (xt|cj) by

P (xt|cj) =
∑|D|

i=1N(xt, di)P (cj |di)∑|V |
s=1

∑|D|
i=1N(xs, di)P (cj |di)

Some necessary smoothing techniques can be
used in case some words in V don’t appear in a cer-
tain class of documents.

At last, we assume the words probabilities are in-
dependent given the class, then we get the NB clas-
sifier as below. xdi,k is the word in kth position in
the document di.

P (cj |di) =
P (cj)

∏|di|
k=1 P (xdi,k|cj)∑|C|

r=1 P (cr)
∏|di|

k=1 P (xdi,k|cr)

Given a document di, we go through all the words
of it using the formula above, and compute P (cj |di).
The class with the highest probability is assigned to
di. To identify a reliable negative data set RN from
unlabeled data U , we train a NB classifier on P and
U , and use it to classify U . If P (Positive|x) <
P (Unlabelled|x), then we extract example x as a
reliable negative example.

2.1.3 Method 3: The Spy Technique
The Spy technique is described in (Liu et al.,

2002). It first randomly selects a set of positive ex-
amples S from P , and then put S into U . Then the



examples in S act similarly with the unknown pos-
itive examples in U . It then runs Expectation Max-
imization (EM) algorithm on P − S and U + S to
train a NB classifier. The EM method consists of
two steps, the Expectation step and the Maximiza-
tion step. In the Expectation step the classifier pre-
dicts label for examples using the third formula in
Section 2.1.2, and in Maximization step parameters
of the classifier are re-computed using the first and
second formula in Section 2.1.2. It iterates these two
steps until the parameters are stabilized. Then the
trained classifier is run on S, and we can get a prob-
ability threshold h below which the example should
be classified as negative. At last we use the NB clas-
sifier with h on U to identify reliable negative exam-
ples.

2.1.4 Method 4: The 1-DNF Technique
The 1-DNF (Yu et al., 2002) method tries to ex-

tract some positive features by comparing P and U .
It counts the feature frequencies in P and U and use
those features with higher frequencies inP than inU
as positive features. Then it check all the examples
in U , and extract those examples containing no pos-
itive features as strong reliable negative examples.

2.2 Methods for Step 2
Once we obtain the reliable negative data set RU ,
the problem becomes a traditional binary classifica-
tion problem that can be solved by supervised learn-
ing algorithm. Here we just list 4 methods used in
step 2, but since they are discussed a lot in many ma-
chine learning papers, we won’t go into details about
them.

1. Run SVM only once on sets P and RU .

2. Run EM algorithm on P and RU .

3. Run SVM on P and RU iteratively, until no
more reliable negative data can be found.

4. Run SVM on sets P and RU , and select a best
classifier in the generated models.

Method 2 is already described in Section 2.1.3.
Method 3 and 4 are similar. Both of them train a
SVM classifier on P andRU , and run it on U−RU .
We use Q to denote the newly found negative exam-
ples in U −RU . In the next iteration, they continue

to train a SVM classifier on P and RU + Q, until
no more reliable negative examples can be found in
U − RU . The difference is that method 3 chooses
the last SVM classifier as the final classifier, while
method 4 tries to select the best classifier out of
the array of generated SVM classifiers in each itera-
tion, because the last one may not be the best due to
overfitting. In experiments, SVM methods are better
than EM method, because EM trains a NB classifier
iteratively. There are two assumptions made by NB
classifier which are not true in reality, 1) words are
independent given a class, 2) a document are gener-
ated by a single underlying class. The more we run
NB, the more errors may be cumulated.

3 Methods based on Weighted Positive and
Unlabeled Data

This class of methods try to model the positive la-
bel probability given an example, P (y = 1|x).
They either weight both positive and unlabeled ex-
amples to learn a weighted probability, which is
lower bounded by 0.5, or weight unlabeled exam-
ples to learn a general function, and to obtain a good
estimate of P (y = 1|x) from P and U .

3.1 Weighted Logistic Regression

Let y be the actual label of an example x, y′ be
the predicted label of x. The weighted logistic re-
gression method uses logistic regression to model
the probability of positive label given an example
P (y = 1|x) based on weighted positive and unla-
beled examples. It weights the examples in order to
make the weighted P (y′ = 1|y = 1, x), which is
the expected true positive ratio, greater than 0.5, and
make the P (y′ = 1|y = 0, x), which is the expected
false positive ratio, less than 0.5. Thus logistic re-
gression can model the probability P (y = 1|x) and
then classify the examples by threshold 0.5.

The probability of positive label given a positive
example is P (y′ = 1|y = 1, x), and the probability
of negative label given a positive example is P (y′ =
−1|y = 1, x). (Lee and Liu, 2003) proves that if
we weight these two probabilities by P (y′ = −1)
and P (y′ = 1) respectively, the weighted P (y′ =
−1|y = 1, x) is greater than 0.5. First, we have the
weighted probabilities



P1 = P ′(y′ = 1|y = 1, x)P (y′ = −1)
P2 = P (y′ = −1|y = 1, x)P (y′ = 1)

The weighted probability of positive label given
it’s a positive example is computed as

P ′(y′ = 1|y = 1, x) =
P1

P1 + P2

Thus it’s possible to learn a linear function g(x)
to model P ′(y = 1|x) by the sigmoid function us-
ing logistic regression on the weighted examples. In
training, Maximum Likelihood Estimation is used
and the cost is optimized using simple gradient de-
scent since the cost function is convex. The experi-
ments result showed that this is an effective method.

3.2 SVM based on Weighted Unlabeled Data

In this method, Elkan et al. tries to estimate the prob-
ability P (y = 1|x) where the x is an example in the
data set and y is the actual label of it. Let s be the
label state of an example in training set, i.e., if x is
labeled in P , s = 1, otherwise s = 0. They assume
that P and U are drawn randomly from p(x, y, s)
and claim that a general function h(x, y) under dis-
tribution p(x, y, s) can be estimated as below.

E(h) =
1

m
(
∑
x,s=1

h(x, 1)

+
∑
x,s=0

w(x)h(x, 1) + (1− w(x))h(x, 0))

m is the cardinality of the training set, w(x) is
a weight estimated on a development set by a non-
traditional classifier trained on P and U . The non-
traditional classifier can be trained by any super-
vised learning algorithm. Based on this formula,
each example in U can be viewed as a weighted
positive example as well as a weighted negative ex-
ample. Using SVM to train a classifier on P and
weighted U can yield a well-calibrated classifier,
which models P (y = 1|x) approximately. Each ex-
ample in U is used twice in training.

This method requires the classification algorithm
outputs probability directly, which should be in

[0,1]. But SVM classifier’s output is not the prob-
ability of the label given an example, so some post-
processing methods are needed to convert classi-
fier’s outputs into probability. In (Elkan and Noto,
2008), Platt scaling is used.

In summary, this method first trains a non-
traditional classifier on P and U , and uses it to esti-
mate the weight w(x) on a development set. Next,
weight the unlabeled examples and model the prob-
ability P (y = 1|x) using SVM.

4 Methods based on Noisy Negative Data

4.1 Biased SVM

Biased SVM regards the unlabeled data as highly
noisy negative data. Soft-margin SVM is a good
way to handle noisy data. It uses a slightly different
objective function and constraints in optimization as
below.

min
1

2
wTw + C+

k−1∑
i=1

ξi + C−

n∑
i=k

ξi

s.t. yi(w
Txi + b) ≥ 1− ξi, i = 1, 2, . . . , n

ξi ≥ 0, i = 1, 2, . . . , n

The slack variable ξ is used to tolerate some in-
margin examples or even errors. C+ and C− are
regularization terms for positive data and unlabeled
data. Since unlabeled data are used as noisy neg-
ative data, C− should be small and C+ should be
large. Small C− will allow more errors on the nega-
tive side since ξ for negative data can be larger than
ξ for positive data with regard to optimization. Thus
it can learn a classifier between positive and noisy
negative data. In training, C+ and C− are selected
on a development set.

5 Conclusion

In this survey we reviewed the main algorithms used
in Positive and Unlabeled Learning. These algo-
rithms are already used in practical projects and
achieved good results in (Cerulo et al., 2010) and
(Li et al., 2011). They all use information in the
unlabeled data set U to get a better classifier. The
two-step strategy is the most common one since it’s
easy to explain and implement. The Biased SVM



and weighted SVM (SVM-WU) are the two state-
of-art methods for this problem. Both of them use
a development set to estimate some parameters for
learning the classifier. In comparison, SVM-WU
only needs to go through the development set once
to get the weight, while Biased SVM needs to iter-
ates on development set until convergence, to get the
regularization term C+ and C−.

For future work, it would be interesting to see how
these algorithms perform on more practical prob-
lems. It may also be beneficial to look into the prob-
abilistic queries carefully and question their reason-
ability. For example, SVM-WU assumes that we can
learn P (s = 1|x) on P and U . However, features in
x may not affect s much, and we can try to include
more features that may really affect s.
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