Identifying Hypertrophic Cardiomyopathy Patients by Classifying Individual Heartbeats from 12-lead ECG Signals
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Abstract— Test based on electrocardiograms (ECG) that record the heart electrical activity can help in early detection of patients with hypertrophic cardiomyopathy (HCM) where the heart muscle is partially thickened and blood flow is (potentially fatally) obstructed. This paper presents a cardiovascular-patient classifier developed to identify HCM patients using standard 10-seconds, 12-lead ECG signals. Patients are classified as having HCM if the majority of the heartbeats are recognized as HCM. Thus, the classifier’s underlying task is to recognize individual heartbeats segmented from 12-lead ECG signals as HCM beats, where heartbeats from non-HCM cardiovascular patients are used as controls. We extracted 504 morphological and temporal features - both commonly used and newly-developed ones - from ECG signals for heartbeat classification. To assess classification performance, we trained and tested a random forest classifier and a support vector machine classifier using 5-fold cross validation. The patient-classification precision of both classifiers are close to 0.85. Recall (sensitivity) and specificity are approximately 0.90. We also conducted feature selection experiments by gradually removing the least informative features; the results show that a relatively small subset of 304 highly informative features can achieve performance measures comparable to that achieved by using the complete set of features.
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I. INTRODUCTION

Hypertrophic cardiomyopathy (HCM) is a genetic cardiovascular disease that may cause sudden cardiac death in young people [1]. In HCM patients, a portion of the heart muscle (myocardium) is thickened (hypertrophied). The most consistent trait of HCM is the thickening of the muscle at the lower left chamber of the heart (left ventricle). An imaging method, two-dimensional echocardiography, is often used to identify left ventricular hypertrophy (LVH). However, this method is not reliable when the thickening of the muscle of the left ventricle is not clearly detectable. Moreover, early prediction of the disease for patients without any thickening of the muscle is not possible through echocardiography [2]. Therefore, the analysis of electrocardiogram (ECG) signals in patients with a family history of HCM and no clear muscle thickening in the left ventricle has high diagnostic value for early detection and prediction of HCM. We have also shown in a recent study [3] that the standard procedure of conducting ECG tests should not be ignored in mass pre-participation screening of young athletes.

Classifiers that automatically identify cardiovascular disease in patients may help reduce both cost and time of the pre-screening process. Historically, the main focus of ECG-classification research has been on identifying life-threatening arrhythmia in cardiovascular patients. Traditional machine learning methods such as artificial neural networks [4], support vector machines [5], random forests [6], and linear discriminants [7] have been used for reliable detection of life-threatening arrhythmia. Morphological (e.g., amplitude values) and temporal (e.g., length of various intervals) features have been primarily extracted for heartbeat-classification.

As mentioned earlier, left ventricular hypertrophy is the most consistent trait among HCM patients. Several criteria have been proposed to detect cardiovascular patients with left ventricular hypertrophy (LVH) from ECG signals. These criteria are usually derived from amplitude values of ECG waveforms. Many studies have been conducted to validate these LVH-detection criteria. While these studies have generally achieved high specificity (approximately 100%), sensitivity has been low (approximately 50%) across different studies [8]. Besides this criterion-based approach, multiple linear regression [11] and rule-based methods [12] have been used to detect cardiovascular patients with LVH, where morphological features were extracted from ECG signals. Potter et al. [9] have tested a set of criteria specifically proposed for detecting HCM [10] on a small group of 56 HCM patients and 56 healthy control subjects. The reported sensitivity and specificity from this study was approximately 90%. However, we are not aware of any previous work that employs machine learning methods for identifying HCM patients from ECG signals.

In this study, we aim to develop a classifier that can distinguish between ECG signals from HCM patients and those from non-HCM controls. Such a classifier will facilitate automated detection of HCM from ECG signals.
However, we note that the classifier is not expected to replace extensive diagnosis by an expert cardiologist. Rather, it is intended as an initial screening method that will hopefully detect patients that may have HCM. The automatically detected patients will be referred for further extensive cardiovascular tests and be examined by expert cardiologists.

In order to develop a patient classifier for automated detection of HCM, we have segmented ECG signals into individual heartbeats, extracted features from each heartbeat and then classified these heartbeats by applying machine learning methods. We assigned a patient to the HCM class if the number of heartbeats classified as HCM is equal to or greater than the number of heartbeats classified as control. For our classification experiments, we have extracted features that have been previously used, as well as some new morphological features from ECG signals. We have applied random forests and support vector machines classifiers to distinguish between heartbeats from HCM and those from non-HCM patients. Using 5-fold cross validation for training and testing, we achieve high performance levels as measured in terms of precision, recall (sensitivity), specificity and F-measure. We also reduce, through feature selection, the number of features required to achieve the same performance level as that obtained by using the complete set of features.

The rest of the paper is organized as follows: Section II describes the ECG dataset used for classification experiments, obtained from HCM patients and from control subjects. In Section III, we discuss feature extraction, classification and feature selection methods and related tools. All classification results are presented in Section IV. Finally, we discuss and analyze the results and present directions for future work in Section V.

II. DATA

The ECG dataset used in this study comprises standard 10-second, 12-lead ECG signals from two groups of cardiovascular patients. The first group consists of 221 hypertrophic cardiomyopathy (HCM) patients. Each HCM patient has one or more ECG recordings in the dataset. The total number of ECG signals in the HCM patients’ dataset is 754. In the second group there are 541 subjects, all of which were diagnosed with ischemic or non-ischemic cardiomyopathy, and implantable cardioverter defibrillator (ICD) were inserted in their hearts for primary prevention of sudden cardiac death. As none of the ICD patients was diagnosed with HCM, their ECG data is used as the control. In order to develop a patient classifier for automated detection of HCM, we have segmented ECG signals into individual heartbeats, extracted features from each heartbeat and then classified these heartbeats by applying machine learning methods. We assigned a patient to the HCM class if the number of heartbeats classified as HCM is equal to or greater than the number of heartbeats classified as control. For our classification experiments, we have extracted features that have been previously used, as well as some new morphological features from ECG signals. We have applied random forests and support vector machines classifiers to distinguish between heartbeats from HCM and those from non-HCM patients. Using 5-fold cross validation for training and testing, we achieve high performance levels as measured in terms of precision, recall (sensitivity), specificity and F-measure. We also reduce, through feature selection, the number of features required to achieve the same performance level as that obtained by using the complete set of features.

The segmentation of ECG signals was conducted on signals from each of the 12 leads. We then identified the heartbeats that are simultaneously detected on all 12-leads. Each of these heartbeats was classified using machine learning methods as described in Section III.B. The summary of the dataset is presented in Table I.

III. METHODS AND TOOLS

After segmenting the 12-lead ECG signals into individual heartbeats, we extracted features from each heartbeat and represented it as a feature vector for classification. We also applied feature selection to identify highly informative features, and repeated the classification experiments using the selected features. We compared the results obtained from the different classification experiments and assessed the statistical significance of the observed differences. Finally, we identified HCM patients, by classifying each subject based on his/her respective number of heartbeats classified as HCM. The methods and tools used are discussed next.

Table I. Summary of the ECG dataset used in this study. Each HCM patient has one or more ECG signals, whereas each of the controls has only one signal in the dataset.

<table>
<thead>
<tr>
<th>Type of patient</th>
<th>Number of patients</th>
<th>Total number of ECG recordings</th>
<th>Total number of Heartbeats</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCM</td>
<td>221</td>
<td>754</td>
<td>6488</td>
</tr>
<tr>
<td>ICD (Control)</td>
<td>541</td>
<td>541</td>
<td>4442</td>
</tr>
</tbody>
</table>
A. Feature extraction

As described in Section II, we utilized the ECGPUWAVE tool to detect individual waveforms from heartbeats of HCM and ICD patients. We utilized the onset and offset points of various waveforms detected by the tool for extracting temporal and morphological features from each heartbeat. The peak of the QRS-complex was used to measure the RR-intervals between consecutive heartbeats. The temporal features and the morphological features extracted from the QRS complex and the T-wave have been used in the literature [7], [14] for heartbeat classification in a different context, namely, automatic detection of arrhythmia in cardiovascular patients. In the current study, we add morphological features of the P-wave that have not been used before. The complete list of features is shown in Table II. To represent each heartbeat, we extract all 42 features from each of the 12 leads, resulting in a total of 504 features.

B. Classification of heartbeats and detection of HCM patients

As a first step to automatically detect HCM patients from 12-lead ECG signals, we developed a classifier whose task was to assign each instance (heartbeat) into one of two possible classes: HCM or control. Heartbeats from ICD patients are the controls in this study. We applied two standard classification methods: random forests [15] and support vector machine (SVM) [16]. We used the standard classification package in WEKA [17] for random forests and the libsvm package [18] in WEKA for SVM. The classification package in WEKA [17] for random forests support vector machine (SVM) [16]. We used the standard classification methods: random forests [15] and SVM [16]. We used the stratified 5-fold cross-validation procedure for training and testing. Although we are classifying individual heartbeats, the final goal of this study is to classify patients into two groups: HCM and ICD. Hence, we partitioned both HCM patients and ICD patients into 5 equal sized groups. Heartbeats from one group of HCM patients and from one group of control patients were included in the test set and the other four groups were used for training. We repeated the process 5 times such that each heartbeat from an HCM patient or from a control subject is tested exactly once.

After classifying all heartbeats from a subject, we classified that subject as a HCM patient based on the number of heartbeats classified as HCM. If the number of the heartbeats classified as HCM is equal to or higher than that of heartbeats that have been classified as control, the subject is classified as a HCM patient.

To evaluate the performance of both the heartbeat and the patient classification, we have used several standard measures, namely, precision, recall (sensitivity), and specificity. These measures are defined below, where true positives (TP) and true negatives (TN) are correctly classified HCM and control heartbeats (or patients), respectively; False positives (FP) denote control heartbeats (or patients) that are misclassified as HCM; HCM heartbeats (or patients) incorrectly classified as control are false negatives (FN);

\[
Precision = \frac{TP}{TP + FP},
\]

\[
Recall \text{ (Sensitivity)} = \frac{TP}{TP + FN},
\]

\[
Specificity = \frac{TN}{TN + FP}.
\]

In addition to these three measures, we also calculate the F-measure which is the harmonic mean of precision and recall, defined as:

\[
F - measure = 2 \cdot \frac{Precision \cdot Recall}{Precision + Recall}.
\]

<table>
<thead>
<tr>
<th>Group</th>
<th>Feature</th>
<th>Definition</th>
<th>Number of features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temporal (length of intervals)</td>
<td>Pre-RR interval</td>
<td>The interval between the current heartbeat and the previous heartbeat</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Post-RR interval</td>
<td>The interval between the current heartbeat and the following heartbeat</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Average RR-interval</td>
<td>The mean of the RR intervals of a recording and the it is used as the same for all the heartbeats in a recording</td>
<td></td>
</tr>
<tr>
<td></td>
<td>P-wave duration</td>
<td>The interval between the P-wave onset and offset</td>
<td></td>
</tr>
<tr>
<td></td>
<td>QRS interval</td>
<td>The interval between the QRS onset and offset</td>
<td></td>
</tr>
<tr>
<td></td>
<td>T-wave duration</td>
<td>The interval between QRS-offset and T-wave offset</td>
<td></td>
</tr>
<tr>
<td>Morphological (amplitude values)</td>
<td>QRS morphology</td>
<td>10 uniformly sampled amplitude values between the QRS onset and the QRS offset.</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Maximum and minimum of original sampled amplitude values in the QRS complex.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>P and T wave morphology</td>
<td>10 uniformly sampled amplitude values between the wave onset and the wave offset.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>The maximum and the minimum of the original sampled amplitude values in the P and T wave.</td>
<td></td>
</tr>
</tbody>
</table>
TABLE III. HEARTBEAT CLASSIFICATION RESULTS USING ALL 504 FEATURES.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Precision</th>
<th>Recall (Sensitivity)</th>
<th>Specificity</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF (all features)</td>
<td>0.94</td>
<td>0.87</td>
<td>0.92</td>
<td>0.91</td>
</tr>
<tr>
<td>SVM (all features)</td>
<td>0.94</td>
<td>0.88</td>
<td>0.91</td>
<td>0.91</td>
</tr>
</tbody>
</table>

We compared the performance measures obtained by random forests and SVM, where the paired t-test [19] was used to assess the statistical significance of the differences along each performance measure.

C. Feature selection

We initially used all 504 features to classify heartbeats as HCM or control beats. Building classifiers from a large feature set can possibly lead to overfitting; moreover, including features that carry only negligible information about the heartbeat-class may incur unnecessary extra training time. To address these issues, we performed feature selection to reduce the number of features. To select features that have high predictive capability, we utilized the well-known Information Gain criterion [20] that measures how much information is gained about the heartbeat-class when the value of the feature is known. This criterion is primarily defined for nominal attributes. As all features in our study are numerical, they need to be discretized for calculating information gain. We calculated the information gain using the feature selection package in WEKA, which discretizes numerical attributes following Fayyad and Irani’s algorithm [21].

After calculating information gains, we removed the 20 least-informative features and conducted the classification experiment again using both random forests and SVM. We repeated this procedure by gradually removing 20 features at a time until we observed decline in performance.

IV. RESULTS AND DISCUSSION

As explained in Section III.B, the first step in our experiment toward identifying HCM patients was to classify individual heartbeats such that each heartbeat is assigned to one of the two classes: HCM or control. We applied random forests and support vector machine classifiers using the complete set of 504 features for heartbeat classification. Table III shows the results from the 5-fold cross validation experiments. Precision (0.94) and F-measure (0.91) are the same for both classifiers. The small differences in recall and specificity are not statistically significant (p >0.35).

To investigate how these performance measures change when the number of features is reduced, we calculated information gain for selecting highly predictive features. The highest information gain was 0.67 and the lowest was 0.001. Figure 2 shows a histogram of the information gain distribution across features, where the x-axis shows the information gain values and the y-axis shows the number of features associated with each information gain. As values on the x-axis are rounded to 2 decimal points, an information gain of less than 0.01 is shown as zero (the leftmost column on the graph).

As described in Section III.C, we gradually removed the least-informative features, 20 at a time, and repeated the heartbeat classification experiment using both random forests and SVM. The change in performance in terms of all four measures using random forests for classification is shown in Figure 3. All four performance measures marginally increase and decrease as we continue removing features until the number of features reaches 304. After that, the performance steadily declines as additional features are removed. All four measures for 304 features are exactly the same as those obtained when using the complete set of 504 features.

We have also plotted the performance measures for SVM while removing 20 features at a time, as shown in Figure 4. The performance remains almost the same between 504 features and 384 features. Then it starts to decline steadily as we remove more features. The performance measures attained using 504 features and 384 features are exactly the same.
The next step in identifying HCM patients was to classify each subject as one of two classes: HCM or non-HCM. If the percentage of heartbeats classified as HCM was 50% or more, the subject was classified as an HCM patient. Table IV shows patient classification results where heartbeats were classified using all 504 features. Random forests and SVM perform almost the same and the marginal difference between performance measures is not statistically significant ($p > 0.85$).

As 304 features for the random forests classifier and 384 features for the SVM classifier performed exactly the same as the complete feature set when classifying individual heartbeats, we used the respective reduced feature sets to identify HCM patients based on the number of heartbeats classified as HCM. Patient classification results are presented in Table V, where heartbeats were represented using 304 features for random forests and 384 features for SVM. Paired t-tests show no performance-difference between SVM and random forests for classifying patients, when the reduced feature-sets are used for heartbeat classification ($p > 0.38$).

The classification results described above show that we were able to achieve high performance level identifying HCM patients from 12-lead ECG data by classifying individual heartbeats using a set of 504 features. We also demonstrate that the reduced feature-sets, obtained by gradually removing the least informative features, performed equally well. The statistical tests applied show that the difference in performance obtained by random forests and by support vector machines is not statistically significant.

V. CONCLUSION

We have classified individual heartbeats from standard 10-second, 12-lead ECG signals to identify hypertrophic cardiomyopathy (HCM) patients. We have used ECG signals from HCM patients and from non-HCM controls to train and test heartbeat classifiers by applying random forests and support vector machines. A comprehensive set of 504 features extracted from ECG signals was used for heartbeat representation and classification. A subject was identified as a HCM patient if the majority of heartbeats was classified as HCM. The four performance measures from the patient classification experiment using random forests are: precision 0.84, recall 0.89, specificity 0.93 and F-measure 0.86. SVM performed similarly, as confirmed by the paired t-test. We have also used the information-gain criterion for
feature selection. For random forests, performance measures using 304 selected features were similar to the measures obtained using the complete set of 504 features. For SVM, this was true for a set of 384 informative features.

This work is the first study of its kind, setting out to automatically identify HCM patients from 12-lead ECG signals by classifying heartbeats using machine-learning methods. We have shown that it is possible to attain high performance using random forests or SVMs. We also showed that the information-gain criterion can be effectively used to choose a reduced set of temporal and morphological features that retain a similar level of performance. While in this study we have classified patients simply based on the percentage of individual heartbeats classified as HCM, in future research we shall focus on analyzing and modeling the sequence of heartbeats using advanced machine learning methods.
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TABLE IV. PATIENT CLASSIFICATION RESULTS WHERE ALL 504 FEATURES ARE USED FOR HEARTBEAT CLASSIFICATION.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Precision (Sensitivity)</th>
<th>Recall (Specificity)</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF (all features)</td>
<td>0.84</td>
<td>0.89</td>
<td>0.86</td>
</tr>
<tr>
<td>SVM (all features)</td>
<td>0.83</td>
<td>0.90</td>
<td>0.87</td>
</tr>
</tbody>
</table>

TABLE V. PATIENT CLASSIFICATION RESULTS WHERE REDUCED SETS OF 304 (RF) AND 384 (SVM) FEATURES ARE USED FOR HEARTBEAT CLASSIFICATION.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Precision (Sensitivity)</th>
<th>Recall (Specificity)</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF (304 features)</td>
<td>0.85</td>
<td>0.89</td>
<td>0.87</td>
</tr>
<tr>
<td>SVM (384 features)</td>
<td>0.82</td>
<td>0.89</td>
<td>0.85</td>
</tr>
</tbody>
</table>