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Abstract Increase in the network usage for more and more
performance critical applications has caused a demand for
tools that can monitor network health with minimum man-
agement traffic. Adaptive probing has the potential to pro-
vide effective tools for end-to-end monitoring and fault di-
agnosis over a network. Adaptive probing based algorithms
adapt the probe set to localize faults in the network by send-
ing less probes in healthy areas and more probes in the sus-
pected areas of failure. In this paper we present adaptive
probing tools that meet the requirements to provide an ef-
fective and efficient solution for fault diagnosis for modern
communication systems. We present a system architecture
for adaptive probing based fault diagnosis tool and propose
algorithms for probe selection to perform failure detection
and fault localization. We compare the performance and ef-
ficiency of the proposed algorithms through simulation re-
sults.
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1 Introduction

Fault diagnosis is the process of detecting a failure and lo-
calizing the cause of the failure from observed failure indi-
cations. With the widespread usage of computer networks
in e-commerce, telecommuting, web services, grid services,
etc., fault diagnosis has become a vital task for network ad-
ministrators. Furthermore, increasing advances in develop-
ing performance critical applications, increasing importance
on quality of service, and growth of large and complex sys-
tems make quick detection and isolation of faults essential
for robustness, reliability, and system accessibility.

A promising approach to fault diagnosis is probing,
which is based on actively sending out probes in the network
to infer the health of network components. Probes are test
transactions whose success or failure depends on the health
of the probed network components. Probing is typically used
to obtain end-to-end statistics such as latency, throughput,
loss, and route availability. For instance, a probe could be
a ping to collect information about connectivity of nodes.
More sophisticated probes could be a train of probe packets
of various sizes to collect information about the total band-
width, or available bandwidth [17, 20, 28]. Probes could also
be HTTP requests to specific servers to collect information
about the response time statistics for fault diagnosis [14].
Besides generating traffic between selected points of inter-
est to obtain desired end-to-end statistics, probing provides
other advantages. Probing provides flexibility in the design
of probe streams with particular properties to match mea-
surement requirements. For example, after localizing a fault
to a particular network point by measuring quantities such as
average delay and loss on a route, finer probes can be sent
to identify the bottleneck and available bandwidth [18, 28],
or to estimate cross traffic [27]. Another application of this
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Fig. 1 Example of preplanned
and adaptive probing to localize
one node failure. Nodes P1 and
P2 are probe station nodes.

(a) Network nodes probed by a
large preplanned set of probes
such that any node failure can
be diagnosed from the probe
results. (b) Network nodes
probed using adaptive probing,
where first a small set of probes
is sent to detect a failure in the
network. On observing a failure
on the path from P1 to N5,
additional probes are sent for
localizing the failed node on this
path

Fre-planned probing
a

Failure detection

feature of probing is to localize a bottleneck node through
probes, and then send specialized probes to further diagnose
the exact cause of failure at a finer level such as the system
or middleware level within the node. A drawback of probing
is its invasive character. Probes may modify route conditions
and perturb the very traffic being monitored (a phenomenon
known as artifact). To minimize artifact, it is essential to use
probe streams of low average bandwidth, and to optimize the
probe traffic.

Probing has been used broadly in two ways: preplanned
probing and adaptive probing. Preplanned probing [5, 6] in-
volves offline selection of a set of probes which are selected
such that all possible failures can be diagnosed by observ-
ing the probe results. These probes are periodically sent out
over the network. Then a passive data mining phase infers
the network state by analyzing the probe results. A major
drawback of this approach is the large amount of manage-
ment traffic sent out over the network, a large part of which
might be wasteful as not all failures occur all the time. Other
drawbacks of this approach include the difficulty involved in
envisaging such a probe set, and the delay involved in send-
ing a large set of probes, and collecting the probe results.
These drawbacks lead to inaccuracies and increased local-
ization time.
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Adaptive probing
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One promising approach to effective and efficient fault
diagnosis is adaptive probing, where a probe set is adapted
to the observed network conditions by sending fewer probes
in healthy areas and more probes in suspicious areas. In-
stead of sending probes to localize all potential failures, a
small set of probes is first sent to monitor the health of all
network components. These probes detect the presence of a
failure, but they are not comprehensive enough to identify
the failure’s exact location. Based on the probe results, sus-
pected areas of failure are identified, and additional probes
are selected that further help to localize the exact cause of
failure. Figure 1 shows an example of probes sent using pre-
planned probing and adaptive probing to localize one node
failure in the network. Figure 1a shows an example of pre-
planned probing where a large number of probes are sent
over the network to localize any node failure in the network.
Figure 1b shows probes sent in an adaptive manner where
first a small set of probes is sent to detect any node failure
in the network. On observing a failed probe path (path P1
to N5), additional probes are sent over this failed probe path
for further diagnosis.
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Fig. 2 System architecture for

fault diagnosis using adaptive Agents
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2 System architecture

In this section, we present a system architecture for an
adaptive-probing-based fault diagnosis methodology. Fig-
ure 2 presents the components of the proposed system ar-
chitecture. Below we describe these components:

e Probe Station Selection: This component determines the
locations in the network where probe stations should be
deployed. A minimum requirement is that probe stations
should be deployed such that probes could be sent from
these locations to monitor the entire network for faults
even in the presence of multiple failures.

e Probe Selection: Once probe stations are selected, out of
all available probes that can be sent from these probe
stations, the Probe Selection component selects suitable
probes to be sent over the network. Using adaptive prob-
ing, we divide the probing task into two sub-tasks which
we call Failure Detection and Fault Localization.

— The Failure Detection module periodically sends a
small number of probes such that the failure of any
managed component can be detected. These probes are
few in number, and are designed to only detect the pres-
ence of a failure in the network. They might be unable
to exactly localize a failure.

— Once a failure is detected in a network, the Fault Local-
ization component analyzes probe results, and selects
additional probes that provide maximum information
about the suspected area of the network. This process
of probe analysis and selection is performed to localize
the exact cause of failure. Figure 1b presents an exam-
ple of probes sent for failure detection and fault local-
ization.

e Topology Discovery Agents: The Probe Station Selection
and Probe Selection modules of the architecture use de-
pendencies between probes and nodes on the probe path.
The dependency information between probes and nodes

Inferred )

I Detected i
failed probes |

i Probes
——

Fault Localization

= E Probe results

is obtained through Topology Discovery Agents, and is
stored in a dependency model. The collection of depen-
dency information could be done in a variety of ways. For
instance, the dependency between the end-to-end network
probe path and the network nodes can be obtained using
traceroutes or the topology tables of the underlying net-
work layer.

e Dependency Model: This model stores the relationships
between probes and nodes. In particular, it maintains in-
formation about the nodes that are visited by the probes,
so that the health of nodes can be inferred from the suc-
cess or failure of the probes. The dependency model could
be deterministic when complete and accurate information
is available about the probe paths. For situations in which
complete and accurate information about the probe paths
is unavailable, a probabilistic model is used where the de-
pendency between probe paths and nodes is represented
using the probability of causal implication of a node fail-
ure on a probe failure.

e Inferred Network State: The Failure Detection and Fault
Localization components of the architecture store inter-
mediate diagnosis results in the Inferred Network State.
These results are refined by the Fault Localization com-
ponent by sending and analyzing additional probes.

3 Related work

Various approaches have been proposed for probing a net-
work to measure different performance metrics. Probing
tools proposed in the past consist of connectivity, latency
and bandwidth measurement tools such as pathchar [13],
Cprobe [8], Skitter [19], pathrate [12], PathChirp [29], Net-
Timer [21] etc. These tools measure end-to-end network per-
formance metrics by sending probes in the network. For in-
stance, PathChirp [29] is a probing tool for estimating avail-
able bandwidth on a communication network path. Based
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on the concept of self-induced congestion, PathChirp fea-
tures an exponential flight pattern of probes, called chirp.
Skitter [19] sends a sequence of probes to a set of destina-
tions and measures the latency of a link as the difference in
round-trip times of the two probes to link end-points.

Probes have also been used in overlay networks. Accurate
monitoring systems in overlays can detect loss, link stress,
path outages, and periods of degraded performance facilitat-
ing management of distributed systems. In order to create
a good overlay topology in dynamic environments, probes
have been used by overlay nodes to periodically monitor
the quality of paths from overlay nodes to other nodes.
Narada [16] and RON [2] employ a straight-forward ap-
proach of pair-wise probing. This approach causes a signifi-
cant probing overhead and can incur high link stress. Several
methods have been proposed in the past to reduce probing
overhead in overlay networks. Most of these approaches re-
duce probing overhead at the cost of probing completeness.
In structured peer-to-peer systems, a node maintains connec-
tions to O (log(n)) [31, 35] or O(n'/4) [26] neighbors. Scal-
able multicast systems such as NICE [3] and HMTP [34]
organize nodes in a hierarchy based on their distances to
each other. Each node periodically selects a particular set
of nodes to probe, usually keeping the overall probing over-
head constant. In [9, 10], a basis set of paths is selected to
monitor loss rates and is used to infer loss rates of all end-
to-end paths from this basis set. An approach proposed in
[32] also trades probing overhead for estimation accuracy.
It uses network-level path composition information to infer
path quality without full-scale probing.

Various criteria have been used in the past for probe se-
lection. Li and Thotten [22] propose to use source routed
probes to measure end-to-end performance metrics. Be-
jarano and Rastogi [4] propose a probe selection algorithm
for monitoring network links based on a greedy heuristic
of selecting a probe that covers maximum number of un-
covered network components. Ozmutlu et al. [25] propose
to identify zones in topologies using end-to-end delay data
and common occurrences of high delays on paths and then
selecting a subset of paths to probe to identify each zone
uniquely. The methodology proposed in [7] relies on active
perturbation of the system to identify dependencies and the
use of statistical modeling to compute dependency strengths.
Active Integrated fault Reasoning (AIR) proposed in [33],
integrates the advantages of both passive and active mon-
itoring into one framework. The AIR framework uses ac-
tive probing to discover critical symptoms when passive rea-
soning is insufficient to explain the problem. It proposes a
greedy algorithm to select probes that provide maximum
coverage. On similar lines, both offline and online tools are
used in [15] to analyze the dependency relationship among
various software components. If the offline transaction log
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analysis cannot pinpoint the root cause of error, [15] pro-
poses to run more transactions to collect sufficient symp-
toms for localizing the root cause. The transactions are cho-
sen such that maximum information can be gained from the
transaction result. Al-Shaer and Tang [1] propose a mon-
itoring framework called SMRM (SNMP-based Multicast
Reachability Monitoring), for actively monitoring the health
and quality of service of multicast networks. The SMRM
framework can be used to generate directed multicast traf-
fic and collect real-time reports about the reachability and
quality of the multicast delivery at any point or segment in
enterprise networks.

In the past, some work has been done in optimizing the
probe set to be used for monitoring purposes. Optimization
of probes by using an interactive approach of adaptive prob-
ing has been proposed by I. Rish, M. Brodie and their col-
leagues [6, 30]. Brodie et al. [5, 6] proposed some general
approaches to be used for probe set selection for both failure
detection and fault localization. These approaches attempt
to find a small set of probes using certain heuristics. In [5],
a subtractive search has been proposed that starts with all
probes, considers each probe in turn, and discards a probe if
it does not add to the diagnostic capability of the probe set.
The effectiveness of this approach in finding the minimal set
depends on the order in which probes are explored. Another
approach proposed in [5] is additive search, where at each
step the probe giving the most informative decomposition is
added to the probe set. In [30], Rish et al. have proposed an
adaptive probing approach for fault localization. Optimized
monitoring strategies have been proposed by Ozmutlu et al.
[24] by formulating a graph-theoretic Constrained Cover-
age Problem to optimally select a subset of traceroute like
probes to monitor the network. They propose a heuristic al-
gorithm to efficiently approximate the probe selection solu-
tion in polynomial time.

Most of the probe selection work proposed in the past
suffers from the following main limitations:

e A preplanned approach is used to build a probe set to
localize all possible failures in the network. Besides the
high probe traffic, analysis of these probes might take
considerable time before diagnosing the problem. An
adaptive approach is more suitable in terms of gener-
ated probe traffic, management overhead, and localization
time.

e The existing algorithms suffer from efficiency issues.

An important contribution of this paper is an adaptive
probing based algorithm for localizing faults. We demon-
strate the efficiency and effectiveness of adaptive probing
over preplanned probing through experimental evaluation.
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4 Failure detection

In this section, we introduce a probe selection algorithm to
perform failure detection. We use this algorithm together
with the fault localization algorithms presented in Sect. 5
to develop a complete fault diagnosis tool.

Probes for failure detection should be selected such that,
in the presence of a fault in the network, some of the selected
probes should fail, causing the detection of the failure by
the network manager. As the probes for failure detection are
sent at periodic intervals, they should be optimized to pre-
vent overwhelming the network resources and affecting the
performance of other applications using the network. Ideally
the aim is to find a minimal set of probes that can detect the
health of all the managed components such that if any com-
ponent fails, at least one of the probes should report failure.
Informally, the probe set selection for failure detection prob-
lem is:

Given a set of probes and given the dependency in-
formation between the probes and the network nodes,
select a smallest set of probes such that every node in
the network is covered by some probe.

In this section, we first prove that probe set selection for
failure detection is NP-Complete. We then present an ap-
proximation algorithm for the selection of such a probe set.

4.1 Probe set selection for failure detection is
NP-Complete

Consider a set of nodes N, each of which can be either up
(functioning correctly), or down (functioning incorrectly).
Consider a set of probes P. The set of nodes visited by a
probe p € P is denoted by S(p) € N. A probe either suc-
ceeds or fails. A successful probe indicates that every node
visited by the probe is healthy. On the other hand, if a node
fails, then every probe visiting this node fails.

In this context then the probe set selection for failure de-
tection problem is to select a smallest set of probes Q € P
such that every node n € N is visited by at least one of these
probes. We refer to this probe set as the detection set.

In what follows, we prove the NP-Completeness of the
MEFDPS problem by reducing the Minimum Set Cover prob-
lem [11] to MFDPS. As per standard practice, we use the de-
cision versions of the MFDPS and the Minimum Set Cover
problem in the following proof. We extend the definition of
detection set to refer to a probe set Q C P of size k such that
every node n € N is visited.

4.1.1 Definition of problem instances

e MFDPS problem:

Instance: A set of nodes N, a set of probes P, a
set S(p) € N for each probe p indicating the nodes
visited by probe p € P, and an integer k.

Question: Does there exist a detection set of size
k? That is, does there exist a set of k probes
Q C P, such that every node in N is visited by
at least one of the probes in Q7 In other words,

e Set cover problem:

Instance: A finite set of elements E, a collection C
of subsets of E, and an integer k.

Question: Does there exist a subset C’ C C of size
k such that every element in E is covered by at least
one setin C'?

4.1.2 MFDPS is in NP

In this section, we prove that the MFDPS problem is in NP,
by showing that a certificate for the problem can be verified
in polynomial time. Here a certificate consists of a set of
probes QO C P.

Verification that | Q| < k, can be done in O (k) operations.
To check if Q provides the detection set, we compute a set
R as follows:

R={]J @

qeQ

If R = N, then Q is the detection set for the MFDPS prob-
lem. The computation and verification of the set R can be
done in O(|N|) operations.

Since a certificate can be verified in polynomial time, it
follows that MFDPS is in NP.

4.1.3 Reduction

To complete the proof of the NP-Completeness of the
MFDPS problem, we provide a reduction from Minimum
Set Cover to MFDPS such that there exists a set cover of size
k for the Minimum Set Cover instance if and only if there
exists a detection set of size k for the MFDPS instance.

Construction Given an instance of Minimum Set Cover
problem (set of elements E, collection C of subsets of E,
integer k), create an instance of MFDPS as follows:

e Create a set of nodes N such that there is one node in N
for each element in E.

e Create a set of probes P such that there is one probe in P
for each setin C.

e For probe p € P corresponding to a set C; € C, construct
a set S(p) € N such that a node N; € S(p) if the corre-
sponding element E; € C;. Thus a probe p visits a node
n if the set corresponding to probe p covers the element
corresponding to node n.
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Algorithm GFD: Greedy algorithm for probe set selection for fail-
ure detection
input : N: The set of nodes. PS: The set of probe stations.
AvailableProbes: Set of probes that can be sent from
probe stations to other nodes in the network.
output : Probe set for failure detection
1 Initialize a set NonProbedNodes to all non-probe station nodes,
ie, N —PS;
2 while ((NonProbedNodes # Null)&(AvailableProbes 7 Null))
do

3 Select a node m from NonProbedNodes, that is probed by
least number of probes;

4 Out of all the probes in AvailableProbes probing node m,
select a probe ¢ that probes largest number of
NonProbedNodes;

5 Remove all nodes probed by probe g from
NonProbedNodes;

6 Remove probe g from AvailableProbes;

7 Add probe g to SelectedProbes;

8 end

9 if NonProbedNodes = Null then

10 Return the SelectedProbes;
11 end

12 else

13 Report “Insufficient probes”;
14 end

Given a finite collection C and a finite set of elements E,
the complexity of the construction is O (|C| * |E]).

Proof Forward (MSC implies MFDPS): Here we prove
that if there is a solution to the Minimum Set Cover instance
then there must be a solution to the MFDPS instance.

A solution to Minimum Set Cover consists of a collec-
tion C’ of k sets such that every element in E is covered by
some set of C’. As explained in the construction, if a set C I
covers an element E;, then the probe corresponding to the
set C; will visit the node corresponding to the element E;.
Thus, as k sets in C’ cover every element in E, the k probes
representing the sets in C’ will visit every node in N. The
probes representing the sets in C’ thus form a detection set
of size k.

Reverse (MFDPS implies MSC): Here we prove that if
there is a solution to the MFDPS instance then there must
be a solution to the Minimum Set Cover instance.

A solution to MFDPS consists of a detection set of size k
which is a set of k probes such that every node in the set N is
visited by these probes. As explained in the construction, a
node n is visited by a probe p if the element corresponding
to node n is covered by the set corresponding to probe p.
Thus if k probes in the detection set visit all nodes then the &
sets corresponding to these k probes will cover all elements
represented by the nodes.

Thus the MFDPS problem is NP-Complete.
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4.2 Heuristic-based algorithm for probe set selection for
failure detection

In this section, we present a heuristic-based algorithm to se-
lect probes for failure detection. Different nodes are probed
by different numbers of probes, depending on the routes
used by the probes. Nodes that are probed by fewer probes
narrow down the search space for probe selection. Consider
the case where a node 7 is probed by only one probe. In this
case, the only probe probing node n must always be selected,
irrespective of the number of nodes it covers. Consider an-
other case, where only two probes pass through a node n.
Then one of the two probes must be selected to cover node 7.
Amongst the two probes, the probe covering a larger number
of uncovered nodes is the better choice.

Algorithm GFD describes a Greedy approximation algo-
rithm that explores the information contained in the depen-
dencies between probes and network components. The algo-
rithm selects the network element n which is probed by the
least number of probes, using the dependency information
between probes and probed elements. Out of all the probes
probing element 7, the algorithm selects the probe which
goes through a maximum number of nodes that are not yet
probed.

As an example, consider a dependency graph represented
by the matrix in Fig. 3, where rows represent probes and
columns represent nodes. Cell(i, j) = 1 indicates that probe
i probes node j. In this matrix, node 1 is probed by only
one probe, i.e., probe C. Thus probe C must be selected.
Nodes 1 and 5 are probed by probe C. Out of the remaining
nodes (i.e., nodes 2, 3, and 4), node 2 is probed by the least
number of probes (probes A and B). Thus next probe should
be selected to probe node 2. Probe A covers 2 non-probed
nodes while probe B covers 3 non-probed nodes. Thus probe
B is a better choice. Since all nodes are now covered, the
algorithm ends with probes B and C as the final solution.

Considering the total number of nodes equals N and
the total number of probes equals P, the algorithm per-
forms O(N) operations to choose a node to probe and O(P)
operations to select a probe in each iteration. The algo-
rithm performs O(N) iterations to select probes to cover
all the nodes, making the total complexity of the algorithm
O(N * (N + P)). Assuming an upper limit s on the number
of probe stations, the total number of probes P is O(s *x N)
with each of the s probe stations sending probes to reach
other non-probe-station nodes. This makes the complexity
of the algorithm O(N?). In Sect. 6 we provide simulation
results that include an analysis of the performance of our
algorithm GFD in comparison with an algorithm from [5].

5 Fault localization

In this section we present algorithms for probe selection for
fault localization. We first describe the preplanned approach
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Node/ |1 |2 |3 |4 |5
Probe

A 0 |1 0 |1 0
B 0 |1 1 1 0
C 110 (0 [0 |1
D 0 |0 |1 1 1
E 0 |0 |1 0 |1

a

Node/ | 2 3 4
Probe
Node/
A 1 0 1 Probe
B 1 1 1 A
D 0 1 1 D
E 0 1 0 E
b c

Fig. 3 Matrix representing dependencies between probes and nodes such that cell(i, j) = 1 implies that probe i probes node j; (a) Selection of
Probe C to probe Node 1; (b) Selection of Probe B to probe Node 2 on the reduced matrix; (¢) No more uncovered nodes left in the matrix

for probe selection for fault localization and show that the
problem of selecting such a probe set is NP-Complete. We
then present adaptive probing algorithms for fault localiza-
tion based on different heuristics.

5.1 Preplanned-probing-based fault localization

Preplanned probing proposes to select a set of probes such
that any node failure can be uniquely diagnosed. To build
such a probe set, the dependency matrix is used that con-
tains dependencies between the probes represented by the
rows and the nodes represented by the columns. Based on
the dependencies, a scenario of node failure produces a spe-
cific pattern of probe outcomes. Thus each node failure rep-
resented by a column can be represented by a vector of probe
outcomes. Assuming that each node failure is uniquely diag-
nosable from the probe outcomes, the failed node can be de-
duced by observing the vector of probe outcomes. However,
there might not be the need to send all probes to perform
such a diagnosis, as many probe outcomes might give re-
dundant information and thus might not be needed for the
unique diagnosis of node failures. Informally the probe set
selection for fault localization problem is:

Given a set of probes and the dependencies between
probes and node failure states, select the smallest set
of probes such that every node failure state can be
uniquely diagnosed.

In this section, we prove that probe set selection for fault lo-
calization is NP-Complete. In the proof provided below we
assume that the goal is localization of a single node failure.
It follows immediately that the more general problem of lo-
calizing an arbitrary number of simultaneous node failures
is also NP-complete.

5.1.1 Probe set selection for fault localization is
NP-Complete

Consider a set of nodes N, each of which can either be up
(functioning correctly), or down (functioning incorrectly).
Consider a set of probes P. Each probe is represented by a
binary string of length |N|. If a probe visits a node N; € N,
then the string contains a 1 at position j, and a 0 otherwise.
This defines a 0-1 dependency matrix D of size |P|* |N|
with rows representing probes and columns representing
nodes, such that D[i, j] = 1 if probe i visits node j and
0 otherwise.

A probe either succeeds or fails. A successful probe indi-
cates that every node it visits is healthy. On the other hand, if
a node fails, then every probe visiting this node fails. Thus,
the outcome of a set of r probes results in a binary string
of length r with each digit indicating the success or fail-
ure of a probe. We refer to this binary string of probe re-
sults as a probe result vector. A node failure that generates
a unique probe result vector relative to the probe result vec-
tors of other nodes can be diagnosed unambiguously from
the observed probe result vector. Here, we assume a single
node failure at a given time.

In this context then the probe set selection for fault local-
ization problem is to select a smallest set of probes Q € P
such that every node failure produces a unique probe result
vector for the selected probes. We refer to this set of probes
as the localization set.

In what follows, we prove the NP-Completeness of the
MFLPS problem by reducing the Minimum Test Collection
problem to MFLPS. As per standard practice, we use the de-
cision versions of the MFLPS and the Minimum Test Col-
lection problems. We extend the definition of localization
set to refer to a probe set Q C P of size k such that there
exists a unique probe result vector for every node n € N.

Definition of problem instances

e MFLPS problem:
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Instance: A set of nodes N, a set of probes P, a 0—1
dependency matrix D, where D[i, j] =1 if probe i
visits node j, and O otherwise, and an integer k.
Question: Does there exist a localization set of
size k? That is, does there exist a set of k probes
Q C P, such that for the k probes there exists a
unique probe result vector for every node?

e Minimum Test Collection problem:

Instance: A finite set of elements E, a collection C
of subsets of E, and an integer k.

Question: Does there exist a collection C’ € C of
k sets such that for each pair of distinct elements
E;, E; € E, there is some set ¢ € C’ that covers ex-
actly one of E; or E;?

MFLPS is in NP

We now prove that the MFLPS problem is in NP by
showing that a certificate for the problem can be verified
in polynomial time. Here a certificate consists of a set of
probes Q C P.

Verification that | Q| < k, can be done in O (k) operations.
The set Q generates | N| probe result vectors each of size k.
To check if Q provides the localization set, we verify that
the | N| probe result vectors are unique. This can be done in
O (k|N|?) operations.

Since a certificate can be verified in polynomial time, it
follows that MFLPS is in NP.

Reduction

To complete the proof of the NP-Completeness of the
MFLPS problem, we provide a reduction from Minimum
Test Collection to MFLPS such that there exists a test col-
lection of size k for the Minimum Test Collection instance
if and only if there exists a localization set of size k for the
MFLPS instance.

Construction Given an instance of the Minimum Test Col-
lection problem (set of elements E, collection C of subsets
of E, integer k), create an instance of MFLPS as follows:

e Create a set of nodes N such that there is one node in N
for each element in E.

e Create a set of probes P such that there is one probe in P
for each set in C.

e Build a dependency matrix such that if set C; covers an
element £, then the probe corresponding to set C; visits
the node corresponding to element E ;. Thus, create a 0—1
dependency matrix D, such that D[i, jl=1if E; € C;,
and D[i, j] = 0 otherwise.

Given a finite collection C and a finite set of ele-
ments E, the complexity of matrix creation and population
is O(|C| x| E]).
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Proof Forward (MTC implies MFLPS): Here we prove
that if there is a solution to the Minimum Test Collection
(MTC) instance then there must be a solution to the MFLPS
instance.

A solution to MTC consists of a collection C” of k sets
such that for every two elements E;, E; € E there is some
set in C’ that covers exactly one of E; and E ;.

As explained in the construction, if a set C; covers an ele-
ment E;, then D[7, j] =1, and D[i, j] = 0 otherwise. Thus,
if for each pair of elements there exists a set that covers ex-
actly one of the two, then for each pair of nodes in the de-
pendency matrix D, there must exist some probe entry that
is different for the two nodes (1 for one node and O for the
other). This makes the probe set corresponding to the so-
lution of the MTC instance provide a unique probe result
vector for each node, making the probe set the localization
set for the MFLPS instance.

Reverse (MFLPS implies MTC): Here we prove that if
there is a solution to the MFLPS instance then there must be
a solution to the Minimum Test Collection instance.

A solution to MFLPS consists of a localization set of k
probes such that every node in the set N produces a unique
probe result vector for the k probes. If k probes in the lo-
calization set generate unique probe result vectors for each
node, then for each pair of nodes, there must exist at least
one probe in the localization set that provides different val-
ues to the probe result vector of the two nodes. Thus, for
each pair of nodes, there must exist at least one probe that
visits exactly one of the two nodes, thus providing ‘0’ for
one node and ‘1’ for the other node’s probe result vector.

As explained in the construction, a node n visited by a
probe p corresponds to inclusion of the element correspond-
ing to the node n in the set corresponding to the probe p.
Thus, a 1 entry in a D[i, j] corresponds to inclusion of the
node j in the set i. If for a pair of nodes, there exists a probe
p that visits exactly one of the two nodes, then for the corre-
sponding pair of elements in the MTC instance the set cor-
responding to the probe p will cover exactly one of the two
elements.

If k probes have the property that for every pair of nodes
there exists a probe that visits exactly one of the two nodes,
then the corresponding k sets in the MTC problem instance
will hold the property that for every pair of elements, there
exists a set that covers exactly one of the two elements.

Thus the MFLPS problem is NP-Complete.

In the past, heuristic-based algorithms have been pro-
posed [5] for probe set selection for preplanned probing.
In Sect. 6 we compare the adaptive probing algorithms
presented in this paper with the preplanned probing algo-
rithm presented in [5] and show that adaptive probing per-
forms fault localization using significantly smaller number
of probes than preplanned probing.
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5.2 Adaptive-probing-based fault localization

We now present an adaptive probing approach for fault lo-
calization. The fault localization process is triggered when
a failure in the network is detected by the failure of one or
more detection probes. This failure indicates the presence
of one or more faults over the failed probe paths. However
these probes might not be able to locate the exact cause of
failure. Hence additional probes must be sent over the iden-
tified problem areas to localize the fault. In this section, we
present various approaches to select additional probes for
localization to a finer granularity.

The probes for fault localization need to be sent such that
the health of all the nodes on the failed probe paths can
be determined. It should be noted that the presence of fail-
ures may cause certain nodes to be unreachable from certain
probe paths. This is demonstrated by the example shown in
Fig. 4. Figure 4 shows probe paths from probe stations 1
and 9 to other nodes in the network. Consider the probe path
9 — 7 — 5. Failure of node 7 makes node 5 unreachable
for the probe station node 9. Also, as certain node failures
are identified, probe paths need to be selected to probe the
rest of the nodes such that the probes do not pass through
the already identified failed nodes. In this section we first
present an approach to analyze probe results for inferring
node health and then present various ways to select appro-
priate probes for localization. We compare the number of

Fig. 4 Example shows probe
station nodes 1 and 9 and probes
sent from nodes 1 and 9 to other
nodes. Failure of node 7 makes
node 5 unreachable from probe
station node 9

Fig. 5 Analysis of probe
success and failure to classify
suspected nodes into passed and
failed nodes

probes and time required by each of these methods to local-
ize the faults in the network in Sect. 6.

5.2.1 Probe analysis

The sets of failed, passed, and suspected nodes are main-
tained for analysis of the health of network nodes. The set
of suspected nodes contains the nodes whose health needs
to be determined. This suspected node set is initialized to all
nodes that are present on the failed probe paths. The suc-
cess and failure of the probes sent affect the sets of failed,
passed, and suspected nodes. The nodes lying on the paths
of successful probes are added to the set of passed nodes
and removed from the set of suspected nodes. A node n is
declared as failed and added to the failed nodes set when a
failed probe goes through a set of nodes such that all nodes
other than node n on that path have already been found to
have good health. In other words, no other node on that path
is present in the suspected node set. In each iteration, the
algorithm builds a probe set to be sent over the network to
determine the health of the remaining suspected nodes.

Figure 5 shows how the sets of suspected nodes, failed
nodes, and passed nodes are maintained with the observed
success and failure of probes. Figure 5 shows a network with
nodes 1 and 7 as probe station nodes. Failure of probe 1 — 8
brings nodes 4, 5, 6, and 8 into the suspected node set. On
observing success of probe 7 — 4, nodes 4 and 5 are re-
moved from the set of suspected nodes and put into the set
of passed nodes. Failure of probe 1 — 6, together with the
information about the good health of nodes 4 and 5, narrows
down the failure to node 6. Thus node 6 is removed from the
set of suspected nodes and put into the set of failed nodes.
Success of probe 7 — 8 brings node 8 in the set of passed
nodes. Thus the probes classify the suspected nodes into the
set of passed and failed nodes.
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Algorithm NM: Network Monitoring Algorithm (Algorithm to
send probes for monitoring network health and localizing causes
of failure)

Input : NetworkNodes, ProbeSet

QOutput: FailedNodes

FDProbes <« Failure Detection Probes (from Algorithm 1);

while no failure do
Send FDProbes; Wait for t time units;

end

Identify the PassedProbes, FailedProbes;

FailedNodes <— NULL; PassedNodes <— NULL;

while |FailedProbes| # NULL do
(FLProbes, FailedNodes, PassedNodes) <
GFL(FailedProbes, PassedProbes, FailedNodes,
PassedNodes, ProbeSet);

9 Send FLProbes and identify PassedProbes and FailedProbes;

10 Remove probes € FLProbes from ProbeSet;

11 end

12 Return FailedNodes and exit;

AU AW N -

Algorithm GFL: Greedy Fault Localization Algorithm (Probe
selection for fault localization in the network)

Input : FailedProbes, PassedProbes, FailedNodes,
PassedNodes, ProbeSet

Output: Probe set for further fault localization, FailedNodes,
PassedNodes

1 Add nodes on the passed probe paths to PassedNodes;

2 Initialize a set SuspectedNodes to nodes that lie on failed probe
paths and are not present in the PassedNodes set and are not the
ProbeStationNodes;

3 foreach probe p € FailedProbes do

PathSuspectedNodes <— ProbePathNodes(p) N
SuspectedNodes;
if |PathSuspectedNodes| = 1 then

add PathSuspectedNodes to the FailedNodes;
end

end

Remove nodes € FailedNodes from SuspectedNodes;

10 Build a set AvailableProbes to the probes from ProbeSet that
pass through SuspectedNodes and do not pass through
FailedNodes;

11 FLProbes < SelectFLProbes (SuspectedNodes,
AvailableProbes);

12 return FLProbes, FailedNodes, PassedNodes;

R=I- R B Y ]

5.2.2 Greedy algorithm

In this section we present algorithms based on the Greedy
approach to build a probe set for fault localization. We first
present Algorithm NM that describes the operations per-
formed by the network manager. The network manager first
sends the probe set for failure detection. If no failure is ob-
served on these probes, the manager waits for some time
and then resends the same probe set for failure detection.
However, if a failure is observed, the manager performs
deeper diagnosis of failed probe paths by executing Algo-
rithm GFL (Greedy Fault Localization). Algorithm GFL re-
ceives the information about the passed and failed probes

@ Springer

Procedure selectFLProbes (SuspectedNodes,
AvailableProbes) {Probe selection using Max search}

begin
LocalizationProbes <— NULL;
TargetNodes < SuspectedNodes;
ProbeSpace < AvailableProbes;

while |TargetNodes| # NULL do
NextProbe < Probe € ProbeSpace that covers
maximum number of TargetNodes;
Add NextProbe to LocalizationProbes;
Remove NextProbe from ProbeSpace;
Remove ProbedNodes(NextProbe) from TargetNodes;
end

return LocalizationProbes;
end

Procedure selectFLProbes (SuspectedNodes,
AvailableProbes) {Probe selection using Min search}

LocalizationProbes < NULL;
TargetNodes < SuspectedNodes;
ProbeSpace < AvailableProbes;

foreach node n € TargetNodes do
NextProbe <« Probe that passes through node n and through
minimum number of other TargetNodes;
Add NextProbe to the LocalizationProbes;
Remove NextProbe from ProbeSpace;
Remove ProbedNodes(NextProbe) from TargetNodes;
end
Return LocalizationProbes;

and any already collected information about the passed and
failed nodes. The algorithm then updates the passed and
failed nodes sets by analyzing the received information. The
algorithm computes a set of probes to be sent for further
analysis of nodes whose health is yet undetermined. The net-
work manager sends these additional probes and repeats the
same process of probe result analysis and new probe selec-
tion until the health of all nodes is determined.

We present two approaches to select the probes for prob-
ing the nodes in the suspected node set. One approach is to
iteratively select a probe that covers a maximum number of
suspected nodes as shown in Fig. 6b. The success of such
a probe gives a large amount of information by removing
all the nodes on that probe path from the suspected node
set. However if the probe fails then the probe does not give
much information to significantly narrow the search space
of a failed node. For instance, in Fig. 7a success of probe
1 — 8 gives information about good health of nodes 4, 5,
6, and 8, while its failure does not narrow down the set of
suspected nodes. The suspected nodes set would need more
probes for further diagnosis. Hence another approach could
be to select a probe for each suspected node such that it goes
through the least number of other suspected nodes as shown
in Fig. 6¢. The success of such a probe gives the informa-
tion about good health of a small number of nodes, reducing
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Fig. 7 (1) Successful probes give more information in Max search; (2) Failed probes give more information in Min search

the suspected node set only by a small amount. However,
the failure of such a probe narrows down the search space
significantly. For instance, in Fig. 7b success of a smaller
probe 1 — 2 gives little information indicating good health
of the single node 2, but failure of this probe narrows the
fault localization to a single node, node 2. This set requires
no additional probes for fault localization.

Based on these concepts we first present two algorithms
to select probes for fault localization. The basic algorithm
presented in Algorithm GFL stays the same for the two ap-
proaches. The two approaches differ in the probe selection
procedure. The procedure SelectFLProbes() in Algorithm
GFL selects probes from the set of available probes to di-
agnose the suspected nodes. We present two approaches to
select this probe set, namely Max Search and Min Search.
Thus we present two different implementations of the Se-
lectFLProbes procedure based on the Max search and Min
search to present a Greedy Fault Localization Algorithm
with Max search and Min Search.

e Max search: As explained above, the Max search ap-
proach selects a probe that covers a maximum number
of suspected nodes. In this implementation, the proce-
dure SelectFLProbes() returns a set of probes from the
available probes by iteratively selecting probes that cover
a maximum number of uncovered nodes till all the sus-
pected nodes are covered.

e Min search: The Min search approach works on the con-
cept of selecting a probe for each suspected node set such
that the selected probe goes through a minimum num-
ber of other nodes in the suspected node set. For imple-
menting the Min search approach, the procedure Select-
FLProbes() returns a set of probes for fault localization
using this approach.

Considering the total number of nodes equals N and the
total number of probes equals P, the for loop in Algorithm
GFL performs O (N) operations in each iteration in building
the PathSuspectedNodes. The for loop runs for each failed

@ Springer



120

M. Natu et al.

Algorithm BSFL: Binary Search Fault Localization Algo-
rithm (Probe selection for fault localization in the network)

input : Nodes, ProbeSet
output: FailedNodes
FDProbes = FDetection (Nodes, ProbeSet) (from Algorithm 1);
Send FDProbes;
if no probe failed then
Declare FailedNodes and return;
end
SuspectedNodes <— NULL;
foreach failed probe p = (ny - ny — --- — ny,) do
n < BinarySearch (ny,ny, ny);
Add n to FailedNodes;
Add all nodes following n on the path
(ny — np — - -+ — ny,) to SuspectedNodes;
11 Remove probes passing through node n from the ProbeSet;
12 end
13 BSFL (SuspectedNodes, ProbeSet);

o 0 AN AR W N -
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probe. The total number of probes chosen by Algorithm
GFL to be sent is at most N as at most N nodes can fail
and the algorithm can select at most N probes one for each
suspected node. Thus the complexity of the for loop in Al-
gorithm GFL is O (N?). The operation of building the probe
AvailableProbes set performs O (P) operations.

In the SelectFLProbes function using Max search ap-
proach, the while loop runs at most N times. The probe
selection operation in the loop is an O(P) operation and
updating the TargetNodes data structure is an O(N) op-
eration, making the total complexity of the function to be
O(N % (N + P)). Thus the computational complexity of
Algorithm GFL using Max search is O(N x (N + P)). As-
suming an upper limit s on the maximum number of probes
stations that can be deployed, the probe set size will be
O (s * N), assuming one probe from each of the s probe sta-
tions to O(N) non-probe station nodes. Thus the probe set
size of O (P) can be considered to be O(s * N). This makes
the O(N * (N + P)) complexity of Algorithm GFL using
Max search become O(N?2).

The for loop in the SelectFLProbes function using the
Min search approach, performs O (P) operations to choose
a probe and O(N) operations to update the TargetNodes
data structure. Thus one iteration of this for loop performs
O(N + P) operations. As explained above P equals s x N
making the complexity of one iteration to be O(N). The
for loop runs an iteration for each suspected node thus run-
ning at most O(N) times. This makes the complexity of
the SelectFLProbes function implementing Min search to be
O(N?).

5.2.3 Binary search
In this section, we present another approach for selecting

probes for fault localization. The Greedy approach does not
diagnose each probe path independently. Instead, it builds

@ Springer

Procedure Binarysearch (StationNode,
StartNodePosition, EndNodePosition)

if StartNodePosition = EndNodePosition then
return StartNodePosition;
end
TargetPosition <« [(StartNodePosition + EndNodePosition)/27;
Send probe from StationNode to node at position TargetPosition;
if probe fails then
BinarySearch (StationNode, StartNodePosition,
TargetPosition);
end
else
BinarySearch (StationNode, TargetPosition,
EndNodePosition);
end

a single set of suspected nodes consisting of nodes on all
failed probe paths. In the Binary search approach, we pro-
pose to diagnose each failed probe path independently. On
each failed probe path, additional probes are sent till one
failure on that path is diagnosed. We propose to send these
probes in a binary search fashion. On a failed probe path, a
probe is first sent from the probe station to the node that is
half way on the probe path. If this probe fails, further diag-
nosis is done on the first half of the probe path. On the other
hand, if this probe succeeds, then the later half of the probe
path is diagnosed in similar fashion. Figure 8 shows an ex-
ample of how probes are sent in a binary search fashion to
identify a failed node on the probe path. In this figure, probes
are sent from probe station node 7. Consider that node 5 has
failed and that the failure was detected on observing a failure
of probe 7 — 3. Binary search probe selection then analyzes
first half of this path by sending probe 7 — 10. On observ-
ing success on this path, nodes 6 and 10 are inferred to be
in good health, and the second half of the probe path is ana-
lyzed focusing on nodes 5 and 3. Continuing probe selection
in the binary search fashion, probe 7—5 is sent. Failure of
this probe together with information about good health of
nodes 6 and 10 indicates a failure of node 5.

This process identifies one failed node on each probe
path. On each of these probe paths the health of the nodes
behind the identified failed node might still be unknown.
Hence a suspected node set is again created that consists
of the unidentified nodes that lie behind the failed nodes on
the probe paths. The nodes that are already known to be in
good health or failed, are removed from this set. The similar
fault localization process is repeated for this newly formed
suspected node set. The process is repeated till the health of
all the nodes is determined. Algorithm BSFL presents the
Binary Search Fault Localization Algorithm.

Algorithm BSFL executes the Greedy algorithm to se-
lect probes for failure detection which performs O (N2) op-
erations as shown in Sect. 4. An iteration of the for loop
in Algorithm BSFL executes the BinarySearch procedure
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which performs O (log(n)) operations as discussed later in
this section. The operation of updating the probe set is of
O (P) complexity. Thus one iteration of the for loop per-
forms O(log(N) + P) operations. The for loop runs one
iteration for each failed probe. Algorithm BSFL sends the
probe set that covers all suspected nodes. This probe set
can at most be of size N assuming sending one probe for
each suspected node. In practice, the number of suspected
nodes is much less than N and the number of probes to cover
suspected nodes is much less than the total number of sus-
pected nodes. Thus we can consider the number of failed
probes and hence the for-loop iterations to be of O(N).
Hence, the computational complexity of Algorithm BSFL
is O(N *x (P +1og(N))). As discussed earlier, assuming at
most s probe stations, the probe set size P is O(k * N),
making the complexity of Algorithm BSFL to be O (N?).

6 Experimental evaluation

In this section, we present experimental evaluation via sim-
ulation of the algorithms proposed in this paper.

6.1 Simulation model
In this section we present the simulation model used for the

experiment results presented in this paper. We simulated var-
ious network topologies with different network sizes and

average node degrees. Let MD, AD, and N represent the
maximum node degree, average node degree, and the total
number of nodes in the network respectively. Given these
three parameters, we create a network of N nodes, randomly
introducing N * AD links such that no node has a degree
greater than MD, and also ensuring that the network is con-
nected. Each point plotted on the graphs is an average of 20
experiment runs where each experiment was run on a dif-
ferent network topology. We also plot the 95% confidence
intervals. We present results to localize node failures in the
network. We build a deterministic dependency model to rep-
resent the dependencies between the nodes and probes. For
each probe selection experiment, we first ran a probe station
selection algorithm (Algorithm SNR) [23]. This identified a
set of nodes as probe stations from where probes can be sent
to monitor the network. We used the probes that can be sent
from these probe stations to build the set of available probes.

6.2 Simulation results
6.2.1 Failure detection

In this section we present results to show the effectiveness
of Algorithm GFD in computing the probe set for failure
detection. We compared Algorithm GFD with the Additive
algorithm presented in [5] for network sizes varying from 50
to 500 nodes, with an average node degree of 8. The com-
parison of the two algorithms is shown in Fig. 9. Figure 9
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shows that execution time of the Greedy algorithm is smaller
than that of the Additive algorithm; while the probe set sizes
computed by the Greedy algorithm are close to those com-
puted by the Additive algorithm.

6.2.2 Fault localization

In this section, we present experimental evaluation of the
proposed probe selection algorithms for fault localization.
We randomly introduced three node failures and ran Algo-
rithm BSFL and Algorithm NM using Min Search and Max
Search approaches for probe selection. We calculated the
number of probes used by the three algorithms and the time
required by the three algorithms in terms of probe trip times.
We consider the average time taken to send a set of probes
and get back the probe results as one probe trip time. Using
this metric, we compare the time taken by the three algo-
rithms in localizing the introduced failures. We ran the three
algorithms on network sizes ranging from 50 to 500 nodes
with average node degrees of 8 and 10.

Figure 10 presents graphs for the probe set size computed
and localization time taken by the Min search, Max search,
and Binary search for fault localization. Figure 10 shows
that Max search requires more probes than Min search and
Binary search. Figure 10 also compares the time required
by the three algorithms in localizing the failure where the
time is measured in terms of probe trips. We also observe
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that Max search takes a longer time to localize the fault than
Min search and Binary search.

Max search requires more probes for localization because
of the use of long probes which are more likely to fail
in the presence of failed nodes. A failed long probe gives
less information to localize the fault. A failed long probe
thus results in a need for more probes to perform diagno-
sis and increased number of iterations for fault diagnosis.
Min search diagnoses all suspected nodes in parallel. More-
over, the small probe size leads to quicker diagnosis of node
health. Binary search also operates in parallel on all probe
paths leading to a faster diagnosis. Unlike Min search, Max
search does not treat each suspected node in parallel but uses
probes of larger lengths to cover all suspected nodes result-
ing in a larger number of iterations. However, the perfor-
mance of Max search improves as the average node degree
increases. With the increase in the average node degree, the
average probe length decreases. A shorter probe is less likely
to pass through the failed node, and hence more probes sent
by Max search succeed, giving more information about the
network health.

Next we compare adaptive probing with preplanned
probing based probe selection algorithms proposed in the
earlier work [5]. As explained in Sect. 1, preplanned prob-
ing computes a set of probes that is capable of diagnosing all
possible failure scenarios of interest and sends this probe set
periodically over the network. We compare the number of
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Fig. 11 (a) Number of probes sent per interval; (b) Total number of probes sent in 20 intervals by Adaptive and Preplanned approaches to localize

4 faults in a network of 20 nodes
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Fig. 12 (a) Number of probes sent per interval; (b) Total number of probes sent in 20 intervals by Adaptive and Preplanned approaches to localize

4 faults in networks with different network sizes

probes sent by adaptive and preplanned algorithms to per-
form fault localization in various scenarios. We first com-
pare the number of probes sent by adaptive and preplanned
probing on a network of 20 nodes to localize 4 faults in the
network. We consider a scenario where both adaptive and
preplanned approaches probe the network periodically and
a failure is introduced at the 20th interval. We compare the
number of probes sent by both approaches to localize the
introduced failure. Figure 11a shows the number of probes
sent per interval by adaptive and preplanned approaches.
Preplanned probing sends out a fixed probe set for all 20
intervals. Adaptive probing on the other hand, first sends a
probe set for failure detection for first 20 intervals and then
sends the probes for fault localization on detecting failure at

the 20th interval. Figure 11b compares the total number of
probes sent by the two approaches in this scenario. From the
figure we can see that adaptive probing sends a significantly
smaller number of probes that preplanned probing.

Figure 12 shows the number of probes sent by the two
approaches to localize 4 faults in networks with different
sizes. It can be seen that the difference in the number of
probes sent by adaptive and preplanned probing increases
with the increase in network size. Figure 13 compares the
number of probes sent by the two approaches in a network
of 20 nodes to localize different number of faults in the net-
work. We can see that as the number of faults to localize
increases, the difference between the number of probes used
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Fig. 13 (a) Number of probes sent per interval; (b) Total number of probes sent in 20 intervals by Adaptive and Preplanned approaches to localize

different number of faults in a network of 20 nodes

by the two approaches increases, making adaptive probing
significantly more efficient than preplanned probing.

7 Conclusion and future work

In this paper, we presented an adaptive probing based ap-
proach to perform fault localization in networks. We pro-
posed fault localization algorithms to adapt the probe set
to the observed network conditions and send probes in an
interactive manner to perform the diagnosis. We presented
three algorithms to select probes for fault localization in
an adaptive manner and presented the performance evalua-
tion of these algorithms. We also compared adaptive probing
with preplanned probing and showed that adaptive probing
performs localization using significantly smaller number of
probes than preplanned probing. The end-to-end nature of
probes and optimized traffic overhead makes adaptive prob-
ing a promising tool for various monitoring applications.
As part of future research, we aim to consider node mo-
bility and scenarios with incomplete or inaccurate depen-
dency information while selecting probes for fault localiza-
tion. We also aim to develop a probe station communication
protocol and build a decentralized fault localization system.
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