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Abstract
The Bandwidth Distribution Scheme (BDS) [Hna03] was
designed to combine the advantages of the Intedjrael
Differentiated Services models and to provide supfar
scalable per-flow Quality of Service. In recent déts
Hnatyshin et al. showed that the variation of tlem@width
Distribution Scheme called the Exact Requested ®atiti
Range BDS (X-BDS), can support per-flow minimum
bandwidth guarantees in a scalable manner [HS0808|n
The X-BDS achieves per-flow QoS by maintaining
aggregate flow requirements in the network core and
distributing these requirements as needed. Basedhen
obtained information the edge nodes determine #ie f
allocation of available bandwidth among the actileavs.
This paper introduces an optimization which allaivs X-
BDS approach to operate seamlessly in the evemttofork
topology changes. The primary challenge of addngssiis
problem is determining how to correctly update the
aggregate flow requirements maintained in the netwo
core. This paper examines two instances of topology
changes, link failure and link restoration, andsprés an
algorithm which enables the routers in the X-BD S8noek
to properly update the aggregate flow requirememtesach
of these cases. This paper examines the performanbe
introduced algorithm through simulation [Opn].
1. Introduction
The problem of providing per-flow Quality of Sergic
in a scalable manner still remains one of the ndd&tult
and widely studied problems in the research comtyuni
Recently, Hnatyshin et al introduced a new apprazied
the Bandwidth Distribution Scheme (BDS) that provides a
framework for building per-flow services in a sdd&a
manner. In particular, [Hna03, HS03, HS02] showlesl t
the variation of the BDS model, called the Exactjirested
Bandwidth Range BDS or X-BDS, is capable of suppgrt
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minimum bandwidth guarantees on a per-flow basks T
paper examines an optimization of the X-BDS appndhat
allows support of per-flow minimum bandwidth guaess
in the event of topology changes.

In the Bandwidth Distribution Scheme the edge nsute
rely on network feedback to discover network
characteristics and then use obtained informatoadjust
bandwidth allocation of individual flows. Generallthe
BDS architecture consists of three main componethis:
admission control unit, the resource management
mechanism, and theRequested Bandwidth Range
Distribution andFeedback (RDF) protocol. The admission
control unit determines if a new flow can be adedtinto
the network, while the resource management medmanis
computes the fair shares of individual flows anibctes
bandwidth according to these computations. The RDF
protocol is the glue that holds the BDS architextur
together. It provides feedback to the edge rousdrsut
network changes. Specifically, in the X-BDS apptgabe
core routers maintain the aggregate flow requirdmand
the RDF protocol updates and distributes thesenements
among the network nodes whenever the flow of taffi
through the network changes. The admission coranal
resource management units of the X-BDS cannot tpera
without the aggregate flow requirements. That isywh
correct update of the aggregate flow requirementstal to
the Bandwidth Distribution Scheme.

This paper examines modification to the RDF prokoco
of the X-BDS approach, which allows the edge rauter
provide fair resource distribution in the eventtopology
changes. Generally, the primary causes of topotbgyges
are either failures of existing link/router or atitolis of new
links/routers. In a mobile environment, node moveme
usually is the primary cause of topology changdsichigh
this paper examines modification of the RDF protdacahe
events of link failure or link restoration only, weelieve



that similar logic is applicable to more complexes such
as router mobility. The proposed modification te tRDF
protocol is thus the first step toward extending DS
architecture to a mobile environment.

The rest of the paper is organized as follows. i8ec
briefly introduces the BDS architecture and Secti®n
provides an overview of the problem. Section 4cdbses
the proposed modification of the RDF protocol, whil
Section 5 evaluates it via a simulation study. iBact
presents discussion and related work overview arally,
we conclude in Section 7.

2. Architecture of the Bandwidth Distribution
Scheme

The architecture of the Bandwidth Distribution Stige
consists of three main components: the admissianralo
unit, the resource management mechanism, and the RD
protocol. First we examine the admission contrat and
flow requirements. We assume that both the mininaunah
the maximum transmission rates of a flow are knavead
of time. Thus, the flow requirements are definethiea form
of a range called th®equested Bandwidth Range (RBR).
The RBR of flow f, RBR', consists of two values: a
minimum rate,bf , below which the flow cannot operate
normally, and the maximum rateB' | that the flow can
utilize.

RBR' =[b",B"] 1)

Throughout this paper we often refer to the aggeega
flow requirements or thaggregate RBR, which is the sum
of the RBRs of those flows that travel through atipalar
link. Thus, the aggregate RBR on linkis the sum of the
RBRs of those flows that travel through lihk
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In addition, we define thedge RBRon link i , RBR,; ,
as the sum of the flow RBRs of those flows thaeetie
network at edge route@ and travel through link . Based
on these definitions, the BDS network guaranteas ¢ach
flow would receive at least its minimum reques'rziafttiarbf ,
while the leftover resources in the network arerlyai
distributed among participating flows. To achieveege
guarantees the admission control unit denies n&taccess
to those flows whose minimum rate guarantees cahaot
met without violating existing flow guarantees, ighthe
resource management unit distributes available i
In particular, the resource management mechanismaids
minimum requested rate to those flows that arenadtbto
enter the network and then fairly distributes tlxeess or
leftover bandwidth among individual flows. Pleaséer to

[HnaO3] for definitions of fairness used in the BDS
architecture.

The RDF protocol supports seamless operation of the
admission control and resource management mechanism
by providing network feedback. The RBR Distributiand
Feedback protocol consists of three distinct adépendent
phases or parts: the path probing phase, the RBRtep
phase, and the notification phase. The path prophegse
discovers characteristics of a particular path aed
periodically executed by the edge routers. The edgters
maintain the results of the path probing in thehRerd Link
Tables, where characteristics of individual links each
active path are being stored. The edge router@mtaithe
RBR update phase to notify the core routers abbat t
changes to the aggregate RBR information due tw flo
activation or termination. During the RBR updatagd, the
edge nodes generate control messages on the aordisg
paths, and the core routers use information cairigtiese
control messages to update the aggregate flowremqants
(e.g. aggregate RBR and edge RBR) maintained in the
Interfaces Table. Only in the event of congestiorite core
routers initiate the notification phase. In thiseathe core
routers generate congestion notification messagethe
edge routers asking them to adjust allocated raftetheir
flows. Upon the congestion notification messagévakthe
edge routers retrieve necessary information frogir tRath
and Link tables, re-compute the fair shares of viidial
flows, and adjust the per-flow bandwidth allocatgon
accordingly. Additional information about the BDS
architecture could be found in [Hna03].

3. Overview of the problem

In the event of link/router failure or restoratiothe
primary concern of the X-BDS approach is how taectly
update the aggregate flow requirements stored & th
network. The main problem arises when due to theltgy
changes, the edge routers start sending theiictiafér new
paths. In this case, to update the aggregate flow
requirements, the resource reservations of the sflow
influenced by these topology changes should be vetho
from their old paths and established on the cooedimg
new routes.

Figure 1. Example of the link failure

To better understand this problem let us consiter t
example of Figure 1. Let us assume that link C2+&ii3



when traffic from E1 follows path E1-C1-C2-C3-E2
through the network. After discovering link failyreore
routers C2 and C3 notify corresponding routers. €Xyand
E2) about this event. Subsequently, core routersd21and
C3 update their aggregate RBR values by subtradtieg
aggregate RBR of the flows that travel through I@&-C3.
When edge router E1 discovers the link failuredihsults
the underlying routing protocol to identify a nesute (e.g.
E1-C1-C4-C5-C3-E2) for the flows influenced by the
failure of link C2-C3. Then, E1 establishes a resgon
over the new path by initiating the RBR update phas
Finally, E1 forwards the flows influenced by theKifailure
over the new path.

Now let us examine what happens when link C2—-C3 is
restored. We assume that the underlying routindopod
notifies the X-BDS process of edge router E1. Theh,
removes the resource reservation on path E1-C1-&4—-C
C3-E2, establishes a new reservation over path EicZ-
C3-E2, and sends the flows over the new path. Qyvéra
primary responsibility of the RDF protocol in theeat of
topology changes entails removing reservations over
inefficient or broken paths, establishing new reasgons,
and forwarding influenced traffic over the new ath

4. Modification of the RDF Protocol

This section examines the following two types of
topology changes: link failure and restoration obraken
link. In the case of link failure, the RDF protocsihould
update aggregate RBR values in the routers inflegrizy
the link failure, notify the edge routers aboutsthéopology
changes, and establish the resource reservaticers mew
paths.

Notifications to

upstream core routers
X Al//

N

Notifications to /

downstream core routers

Figure 2. Example of topology changes

If restoration of a broken link causes more effitie
paths to appear, then the RDF protocol should remov
existing reservations on the old paths and estabiesw
reservations over more efficient routes. We asstiratthe
underlying protocol (e.g., routing) discovers tampt

changes and propagates corresponding informatida thge
RDF protocol of the X-BDS process.

Let us consider the example of Figure 2 where @3k
C4 fails and core routers C3 and C4 notify otherters in
the network about this failure. Specifically, cooaiters C3
and C4 distribute the aggregate RBR and the eddesRB
the flows that traveled through the failed link argaheir
respective upstream and downstream routers. Substygu
notified core routers update their aggregate flow
requirements and forward received information ferth

To update the aggregate RBR in the network, the cor
routers maintain the following information for eashtheir
incoming and outgoing links in the Interfaces Table

» The aggregate RBR

* Identities (e.g. IP addresses) of the edge nodss th

send traffic through the corresponding link
* The edge RBR of the edge nodes that send traffic
through the corresponding link

The information maintained in the Interfaces Taisle
obtained from the control messages forwarded byetige
routers during the RBR update phase.

Figure 3. Generalized example of the link failure

Now, let us define the process executed by the adde
core routers in the event of link failure more [sely. First,
let us examine the part of the algorithm that upslahe
aggregate flow requirements of the upstream cowers
and notifies the edge routers about the link failuret us
assume that core routér discovered that its outgoing link
| failed. This situation is shown in Figure 3. Iristltase
core routeri notifies upstream routers and updates its
Interfaces Table. Let set) represent all upstream core
routers directly connected to, set EIT represent a list of
the edge routers whose traffic travels through lipk-1
between core routeis—1 andi, and setE’ represent the
set of all edge routers whose traffic traveled tigto failed
link ] . Then, core routei generates a control message,
called the FAIL_UP message, to core routerl only if
set EPAS-YP=EI'l E!' is not empty. More



specifically, core routet —1 receives a FAIL_UP message
only if there is at least one edge router whosiicraavels
through j —1 and failed link j .

The FAIL_UP message contains the identity of the
failed link and the list of the edge routees] E™"-F
with their corresponding edge RBRs on the failexk lij .
This information is readily available in the Int&ceés Table
of core routeri . After departure of the FAIL_UP messages,
core routeri updates its Interfaces Table.

Upon the FAIL_UP message arrival, core router1
performs a similar process. First, router-1 updates its
Interfaces Table and then notifies correspondingtrepm
routers. Similarly, core routet —1 generates a control
message to core routér— 2 if set E'72 | E™-YP g
not empty. For example, core router 2 is notified about
link failure only if there is at least one edgetssuthat sends
traffic throygh links j—2, j—-1, and | (e.g.
eJE | I(Ei'ﬂ E')).

This process continues until the FAIL_UP message
arrives at the edge router. At this point, E™"-"" :{e}
and the FAIL_UP message contains only the idewfitthe
failed link ], identify of core routere, and the edge RBR
of € on j. Subsequentlyg discovers an alternative path,
initiates the RBR update phase, and re-routes lihesf
influenced by failure of linkj over a new path.

Now let us examine the actions of downstream core
router i +1 that discovers the failure of its incoming link
] . Core routeri +1 deals with the failure of linkj almost
the same way as core routdr: |+1 notifies its
downstream routers and updates the Interfaces Tlaglieis
assume that seD represents all downstream core routers
directly connected td + 1 and setE'*! represents the
list of the edge routers whose traffic travels tigio link
j +1 that connects downstream core routet 21D
with router i +1. Then, core routeri +1 generates a
control message, called the FAIL_DOWN message, to
downstream core router i +2 only if set
EFAL-DOW — EI*1| EJ s not empty.

The FAIL_DOWN message contains the identity of the
failed link and the list of the edge routees] E™'--POW
with their edge RBRs on the corresponding outgdink;

For example, the FAIL_DOWN message sent to coréerou
I +2 contains the identity of the failed link and thg bf
the edge routers, whose traffic travels through feiked
link, and their edge RBRs on ling +1 between core
routersi +1 andi + 2. After the FAIL_DOWN messages
departure, core routdr+1 updates its Interfaces Table.

The FAIL_DOWN message contains the edge RBRs of
the edge routers on the outgoing link (e.p+1) of the

corresponding router instead of their edge RBRherfailed
link (e.g. ] ), because the traffic that originates from the
same edge router and arrives on the same link, (gheg.
failed link) may depart from the core router thrbug
multiple links. Upon the FAIL_DOWN message arrival,
core router i +2 identifies a set of downstream core
routers that should be notified, sends FAIL_DOWN
messages to them, and updates its Interfaces Tabke.
FAIL_DOWN message terminates its progress when it
arrives at an egress router.

Dealing with the event when a broken link comeskbac
up is simpler. We assume that the underlying rgutin
protocol discovers topology changes, finds a neth,pand
notifies the X-BDS process at the edge router.
Subsequently, the edge router identifies the fltlveg can
benefit from a new path, discovers characterisbicshat
path, and finally, initiates the RBR update phasegpdate
the aggregate flow requirements on the influencaatip

In summary, in the event of a link failure the RDF
protocol executes the following actions:

* The core router downstream of the failed link
generates FAIL_DOWN messages to corresponding
downstream routers to update the aggregate flow
requirements on the downstream portion of the path.

» The core router upstream of the failed link gere=rat
FAIL_UP messages to corresponding upstream
routers to update the aggregate flow requirememts o
the upstream portion of the path.

» The edge routers that receive the FAIL_UP message,
identify the new paths for the flows influencedthg
link failure, initiate the RBR update phase on thes
paths, and re-route the flows over their correspand
new paths.

To handle the event of a broken link coming bacloup
discovery of a more efficient path the RDF protocol
performs the following actions.

* The edge router advertises the RBR changes over an
old path, removing existing reservations of those
flows that can benefit from a more efficient newitpa

» The edge router initiates the RBR update phase over
a new path (e.g. increase the aggregate flow
requirements on a new path) and re-routes
corresponding flows over it.

5. Performance Evaluation

We studied the modification of the RDF protocolttha
deals with the topology changes through simulatithe
goal of the simulation was to show that in the ¢vaha
topology change the introduced modification to RBF
protocol updates the aggregate flow requirementshen
network correctly and allows the X-BDS approacHatioly
distribute available bandwidth among active flovur



experiments were conducted using the OPNET network After link C4—C5 fails, edge router E2 discoverseav

simulator [Opn]. Figure 4 shows the network toplaxf path and re-routes flow F2. At time 100 secondsgsta2ts

the first experiment. traveling over new path E2-C2-C1-C3-C5-E3 causing
In this experiment two video flows activate at ts8r@&0 congestion in the network. As a result, core routs&

and 80 seconds and enter the network through exlgers generates congestion notification messages to semgers

E1l and E2, respectively. We denote a flow thatioaigs E1l and E2. Subsequently, E1 and E2 reduce allocated
from Source 1 as F1 and the flow that originatesmfr of their respective flows F1 and F2 eliminating gestion

Source 2 as F2. Flow F1 travels to Destination @r gath in the network.
E1-C1-C3-C5-E4 and has RBR [200, 1000] Kbps, while
F2 travels to Destination 1 over path E2-C2-C4-G5-E = 140
and has RBR [800, 1400] Kbps. é 1.20 1
Sourcel  e-mmmmme £ 1.00-
ource 1 o7 R S
. Dest. 1 E 080 1| -1 } ,,,,,,,,,,,,,,,,,,,,,,,
[200, 1000] 8 0.60 & - - - |- - - - |prennmmmnnee | Flow F1 |
T =60 sec @ T —+—Flow F2
Dest. 2 0.40
020t--—-4 """
[800, 1400] o Jime (sec)
T =280sec 0.00
Dest. 1 o = 60 76 92 108 124 140 156 172 188
o L Dest. 2
"""" " Figure 5. First Experiment: resource distribution
Source 2
 Link Fails at time 100 sec ) ) .
« Link Restores at time 150 sec As Figure 6 shows, after link failure, flow F2 teds on
a new path through link C1-C3 and not via link C2;-C
Figure 4. First Experiment: simulation topology which causes utilization of links C1-C3 and C2-@4 t

change to 100% and 0% respectively. As Figure Swsho
Each link in the network is provisioned with 1800 during the time period [100, 150] seconds, whem$ld-1
Kbps, e.g., link capacity is 3000 Kbps and 60% luf t and F2 share available resources on link C1-C3riglF2
capacity is allocated for the X-BDS traffic. At #gm100 ~ are allocated 657 and 1147 Kbps of bandwidth,
seconds, link C4-C5 fails and flow F2 starts trigelon respectively, which is a fair distribution of thenk
new path E2—C2-C1-C3-C5-E3 causing congestionein th bandwidth based on the flow requirements.
network. At time 150 seconds, link C4—-C5 comes bagk

and flow F2 is re-routed back over path E2—-C2—C4-E35 <1001 +Lfnk C1-C3 |-~ 00000000009 - - - - - -

The simulation was executed for 200 seconds and tie S Link C2-C4

Routing Information Protocol (RIP) implemented viitithe c 807

OPNET network simulator for the routing table updat -S ﬂ

Figure 5 shows resource distribution among the slamd S 601

Figure 6 illustrates utilization of the resourcélscated for 4_;

the X-BDS traffic on links C1-C3 and C2-C4. Link&-C D 407

C3 and C2-C4 were examined because the network

conditions on these links reflect the overall dimon the 20 1

paths of flows F1 and F2, respectively. Time (sec)
As Figure 5 shows, flows F1 and F2 activate at sime 0

60 and 80 seconds respectively, and since thetharenly 0 32 64 96 128 160 192

active flows on their paths, they transmit traféit their Figure 6. First Experiment: utilization of resources

maximum rates of 1000 Kbps and 1400 Kbps, respagtiv allocated for the X-BDS traffic

Flows F1 and F2 continue transmitting at their maxin

rates until time 100 seconds, when link C4-C5 fahs Upon link failure at time 100 seconds, core rout@4s

shown in Figure 6, during the time period betweten ftow and C5 update the aggregate RBR in the network. In

activations and failure of link C4-C5, links C1-@8d C2— particular, C4 generates a FAIL_UP message tha¢lsdo

C4 were utilized at 56% and 78% respectively. edge router E2 and removes resource reservatioriieof



traffic that traveled through link C4-C5 (e.g.,vild=2). At
the same time, core router C5 generates a FAIL_DOWN
message to egress router E3 removing resourcevatiser
of flow F2. After edge router E2 receives the FAUP

message, it probes a newly discovered path and then

initiates the RBR update phase. The flows thatefe
through the failed link are suspended until chamastics of

a new route are discovered. This event is illusttain
Figure 5, which shows that at time 100 seconds the
allocated rate of flow F2 is 0 Kbps.

Finally, when at time 150 seconds link C4-C5 is
restored, edge router E2 re-routes its flow F2 owvsw path
E2-C2-C4—-C5-E3. First, E2 probes the new path to
discover its characteristics, then E2 initiates tR&8R
update phases one of which removes resource réiserod
flow F2 on old path E2-C2-C1-C3-C5-ES3, while thHeeot
adds resource reservation of flow F2 on new path(22
C4-C5-E3. As Figures 5 and 6 show, after link C4-C5
comes back up, the network starts to operate the seay
as before the link failure. Once again, flows FI &®
transmit data at their maximum sending rates 0001KBps
and 1400 Kbps, respectively, while links C1-C3 a@2d-C4
are utilized 56% and 78%.

Source 1

[200, 1000]
T =60 sec
Dest. 2

[800, 1400]
T =80 sec
Dest. 1

g

Source 2

¢ Link Fails at time 100 sec
¢ Link Restores at time 150 sec

Figure 7. Second Experiment: simulation topology

We conducted the second experiment for the same
network set-up but using a different network togglo
Figure 7 shows network topology and simulationigefor
the second experiment. In this experiment link C34élls
and gets back up at times 100 and 150 seconds,
respectively. We present results of the seconeraxent
in Figures 8 and 9. Figure 8 shows achieved resourc
distribution, while Figure 9 shows utilization dfet X-BDS
resources on links C1-C3 and C2-CA4.

As before, in this simulation the routers rely be RIP
routing protocol, which uses "the-shortest-pathktfir
approach for routing the traffic. That is why ateth
beginning of the simulation flow F2 follows a sharpath

(E2-C1-C3-C5-E4) even though traveling over a Ionge
route (E2—C1-C2-C4-C5-E4) would have resulted iremo
resources allocated for F2.

)

=
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0.80
0.60 1
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0.20
0.00

Bandwidth (Mbps

Flow F1
—>—Flow F2

| Time (sec)

60 76 92 108 124 140 156 172 188

Figure 8. Second experiment: resource
distribution

Before the failure of link C3—C5, both flows F1 alr#
travel through link C1-C3 and thus share available
resources among them. Thus, as Figures 8 and 9, show
during this time period flows F1 and F2 transmitadat
rates 567 Kbps and 1143 Kbps, respectively, whil&sl
C1-C3 and C2—-C4 are utilized 100% and 0 %, respeyti

. |
100 Link C1-C3
—8— | ink C2-C4

80 [~ .ﬁ **********
60 | |

O B i e e

Utilization (%)

20

0

32 64 96 128 160 192

Figure 9. Second Experiment: utilization of the
resources allocated for the X-BDS traffic

When link C3-C5 fails, core router C3 generates the
FAIL_UP message to remove resource reservationteof
flows that traveled through the failed link. Whedge
router E2 receives the FAIL_UP message, it idegifFr@
as the flow that traveled through the failed lifilhen, E2
consults the routing table and retrieves an altarmgath to
Destination 2. Subsequently, E2 probes new pathCE2—
C2-C4—C5-E4 and re-routes flow F2 over it. As befdr2
is suspended until the characteristics of a nevh [@ae



discovered. At the same time, core router C5 geesithe
FAIL_DOWN message to egress E4 updating the agtgega
flow requirements on the downstream portion ofgihth.

As Figure 8 shows, after link failure, flow F2 is
suspended for a short time and does not transmitraffic.
However, once the characteristics of the new path a
discovered, E2 allows flow F2 to travel at its nmaMm
allocated rate because F2 is the only active flowthe new
path. Similarly, once E1 discovers that the agge@BR
on the path to Destination 1 has been reducedné&gases
allocated rate of flow F1 to its maximum rate. Agufe 9
shows, at this point, link C1-C3 becomes undepeiili
(e.g., link utilization drops to 56%), while utiéiion of link
C2-C4 increases to 78%.

Finally, at time 150 seconds link C3-C5 comes hgrk
and the routing protocol notifies edge router E2ulthis
event. As a result, E2 probes a new path, remolies t
resource reservation of flow F2 from old path E2—C2—
C4-C5-E4, and establishes a new reservation for Ha
over new path E2-C1-C3-C5-E4. Subsequent re-roafing
flow F2 causes congestion on link C1-C3, and assalt,
core router C3 initiates the notification phasedéegm CN
messages to edge routers E1 and E2. After the redgers
receive congestion notifications and adjust alledattes of
their corresponding flows the network situatiorréstored
to that before the link failure. As before, link €13 is
completely utilized, while link C2—C4 is idle. Ahe¢ same
time, flows F1 and F2 share resources on link C3-a6d
transmit data at rates 567 Kbps and 1143 Kbps,
respectively.

6. Redated Work Overview and Discussion

This paper presents a mechanism that allows the
Bandwidth Distribution Scheme to fairly allocateadable
resource among individual flows in the event ofaiogy
changes. In particular, a set of optimizations @néxd in
this paper, show how the aggregate informationestdn
the network is updated upon link failure or linlsteration.

A similar mechanism was developed for the Resource
Reservation protocol (RSVP) of the Integrated Sewi
model [BCS94, Whi97]; RSVP includes provisions for
updating reservation states in the network in theneof an
error. In particular, when an error is detected R@®VP
router generateBathErr message which informs the sender
about the problem. In addition, RSVP uses a "dafes
mechanism to remove reservation states that wete no
refreshed (e.g. n®ath message arrived within a specific
time period). Thus, in event of a link failure tteuters rely

on the "soft-state" mechanism to remove all themedion
states influenced by this event, while subsequeath
messages install resource reservation states floeinted
flows on new routing paths [Whi97].

A load-balancing and fault tolerance mechanism for
MPLS networks was discussed in [LGO1]. The ideahef
proposed approach is to distribute the flows orphekets
of the flows influence by the failure over multipdésjoint
paths. Such technique provides a more even
distribution in the network and reduces the eftddahe link
failure on the flows in the network. [BF03] examina
problem of fault tolerance in the networks with adege
reservations where resource allocation is allowefore the
actual transmission occurs. [BF03] proposed anduated
a set of re-routing post-failure strategies for ligawith
link failures in advance reservation environme®K(Q1]
presented an extension to QoS architecture which in
addition to QoS specifications also maintains iesde
requirements. The idea is that the applicationvigeotheir
resilience requirements to the edge nodes. Substguthe
network uses provided information to determine prop
resource management and traffic handling. This Gaagr
was designed to work in the IP-based networks MEHLS,
where resilience requirements are mapped into
corresponding MPLS recovery options [AKO1l]. An
overview of the issues related to the fault toleeamnd
resilience in IP networks was discussed in [AK0O].

In this paper we presented a set of optimizatidras t
allow the X-BDS approach to seamlessly operatehi t
event of the topology changes. Our solution retiasthe
underlying routing protocol to discover alternatpeghs and
does not consider the problem of load balancingtebd,
the proposed solution addresses the problem oftingcdie
aggregate flow requirements in the event of linkufa or
link restoration. Simulation results suggest thatoduced
extension to the RDF protocol efficiently handlepdlogy
changes. Our solution correctly updates the agtgefimw
requirements in the network core and supports nbrma
operation of the X-BDS approach in the event obtogy
changes.

Overall, the total time required by the BDS apptotx
handle topology changes is influenced by the faihgw
parameters:

* The total time to discover an alternative route &nd

notify the edge routers about it

* The time to remove the old resource reservation and

to establish a new one

The first parameter depends only on the efficieaty
the routing protocol, while the second paramet@edds on
the efficiency of the path probing and the RBR upda
phases of the RDF protocol. As it was reportedHnd03,
HS02], the total time to execute the path probing the
RBR update phases is limited by two round trip snfrem
the ingress to egress routers, which is considéoette
adequate.

load



7. Conclusions

This paper presented a set of optimizations thHatval
the X-BDS approach to perform well in the eventsath
topology changes as link failure and restoratiotheffailed
link. We studied the introduced optimization thrbug
simulations using OPNET network simulator
Evaluation of this approach suggests that the dioized
modification to the RDF protocol handles topolodpanges
in an efficient manner: it properly updates aggtedtow
requirements stored in the network core and reesotite

flows influenced by the topology changes. This work
provides a first step towards extending the X-BDS

framework to a mobile environment. However, to &ett

understand the properties of this algorithm, the FRD
protocol should be studied in a more complex networ

topology where link failures influence multiple pat In

particular, such study should examine the amount of

overhead caused by the RDF protocol in an attempét
route traffic over multiple new paths.
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