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Abstract
The current best effort approach to Quality of &mn the
Internet can no longer satisfy a diverse varietycastomer
service requirements, because of which there igedrfor
alternative strategies. A promising approach foraligg
with this problem is a method called Load Distribut
Scheme (LDS) which dynamically adjusts traffic laadhe
network boundary based on feedback from the network
order to fairly share available resources amongiwuntual
flows, the load distribution scheme relies on a sage
exchange protocol which in certain cases may cause
significant overhead in the system. In this papee
examine the issues related to the problem of thesage
overhead in the LDS, propose solutions to the mnobland
evaluate these solutions through simulation in OPNE

1. Introduction

The current approach to providing Quality of Seeviic
the Internet is no longer adequate because ofnttreasing
emergence of applications with diverse customevicer
requirementsAs people become willing to pay more for
services that satisfy their application needs,die-service-
for-all approach of today’s Internet will becomesolete,
creating a need for alternative strategies. In otdeackle
this problem, a number of service differentiatiordals
have been proposed. Integrated [3] and Differesdid®]
Service architectures introduced by IETF's IntSemd
DiffServ working groups, core-stateless fair queu[24],
and proportional service differentiation framew@sk3] are
currenty among the most popular approaches.
Unfortunately, these schemes often fail to provieper
service differentiation or may not be applicablectarent
networks. For example, Differentiated Services rhoday
fail to provide fair resource allocation and faiergce
degradation during periods of congestion [9, 19,82 23]
because of static resource allocation. Integratedvi&e
approach, on the other hand, guarantees per-flo® Qud
does not scale well to large networks due to pmafl
information stored in the network core. The projool
service differentiation model does not violate tie&a
guarantees under any network condition. Howevethia
model, the lack of mechanisms for limiting the amoaf

data injected into the network can reduce the absdével
of QoS below user expectations [6-8].

We believe that one way to deal with this problenoi
introducea load distribution schem@.DS) [11 — 13] at the
network boundary. The main objectives of the load
distribution scheme are to satisfy minimum per-flQ@S
guarantees and to fairly distribute excess ressuargong
the flows. In particular, the LDS guarantees tlestheactive
flow in the network will receive at least its minimm
requested amount of bandwidth.

In this paper, we extend work published in [11 4 13
and further study the performance of the LDS undere
realistic conditions. In particular, we examine thehavior
of the LDS in a network with a large number of drfialvs.
Since the LDS relies on a message exchange protocol
distribute QoS requirements among individual nodiess
expected that in a network with a large number rofls
flows the control message overhead will be propasi to
the number of active flows. Subsequently, in suates the
message exchange protocol of the LDS might cause to
much overhead in the system and would raise sdityabi
concerns.

In this paper, we introduce a technique for reduthe
total number of control message generated uporadicin
or termination of a flow. This approach, which wallc
message aggregatiprmerges multiple control messages
into a single packet. We examine how effectivelysgage
aggregation reduces the overhead of the controkages
exchange and study its influence on the resouloeadion
by the LDS.

The rest of the paper is organized as follows. i8e@
provides a definition of fairness and an overviefvtloe
message exchange protocol of the LDS. In Sectiome3
introduce the idea of message aggregation and egepr its
evaluation through simulations with OPNET in Sectib
Section 5 provides a related work overview andlliinae
conclude in Section 5.

2. The LDS Overview and Definition of
Fairness

In order to satisfy minimum per-flow guarantees &md
provide fair resource allocation the load distribntscheme
relies on the network feedback and admission cbnwben
a new flow activates, the boundary node probeséteork



to determine if the new flow could be admitted iritee
network without violation of the minimum QoS
requirements of the currently active flows. In thegper we
will not discuss admission control. However, we iynhat

a new flow can enter the network only if there amugh
resources to satisfy minimal QoS requirements bftred
flows in the domain. Figure 1 illustrates the idefathe
LDS. As the figure shows, traffic enters the netdomain

at the boundary routeB1, traverses the network in some
fashion, and then exits this network domain attibendary
router B2. When a new flow activates or terminatbg,
boundary node advertises the change in
requirements on the path. If congestion arises, diwe
routers distribute the aggregated QoS requirentantsigh
the congestion notifications sent to the networlrataries.
Based on this feedback, the boundary routers faidjyst
the amount of traffic admitted into the domain.

Change in QoS ™\
Incoming

/ Requwements\l
traffic /Bl B2

..................................... 1 e, C2

Outgoing
Traffic

Figure 1. Scenario for Load Distribution Scheme

In order to determine a permissible sending rata of
flow, each boundary node maintains RequestedLoad
Range RLR= [bf,BfJ, for the flows that enter the network

domain through it. Aflow’'s RLRconsists of two values: a
minimum rate,p , below which the flow cannot operate

normally and the maximum ratg, , that the flow can

is limited by its RLR

and lies within this requested range. Throughoatphper
we will often refer to numerous definitions of thR
aggregates, which we define as follows.

In addition to the flow RLRs, each ingress nodepkee
track of the path RLRs. Thgath RLR [bf’,Bf’J, or the RLR

of the ingress nodeon the pathP, is a load range where
bP corresponds to the sum of the minimum requestess rat

of the flows that originate from the ingress nadend
traverse the pathP , while gP is the sum of the

corresponding requested maximum rates. Using p to
denote that flowf traverses pathP, we define the path

RLR as follows:
2B )

2.by
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utilize. The flow’s sending rate, ,

! Throughout this paper we will also refer to theihaary nodes at which
traffic enters a domain as ingress routers and iveall the boundary
nodes where traffic leaves a domain as egressrsoute

where only flows originating at boundary nodeare
considered.

Similarly, we defindnterfaceandaggregated interface
RLRsfor the core router interfaces. The interface RAfR
interfacek for the ingress nodg [bik,BikJ, is the sum of the

path RLRs of the ingress node subject to the condition
that the paths include interfage
- Zt’lp Bik - z BiP (2)
kOP kOP
To avoid confusion, we will use an upper-case lette

the QoS (e.g.P) for a path and a lower-case letter (eg.for an

interface. Finally, the aggregated interface RLRn¢drface
k. |o*,B|, is the sum of its interface RLRs.

bt =Y b Br=YB e

Ingress nodes obtain the flow RLRs from the service
level agreements established with the user, and the
compute the path RLRs based on these values. Eaeh c
interface obtains interface RLRs from the ingressle’s
advertisements and computes an aggregated inteRiaRe
Ingress nodes maintain information about individfiaivs
(e.g. flow's RLR) and their corresponding pathg(gath
RLRs), while the core routers maintain only perress
node information (e.g. interface RLRs). A more deth
overview of the data structures maintained in tiggess and
core nodes is provided in [12, 13].

Congestion notification messages, which are sera by
congested core interface to ingress nodes, catgyface
and aggregated interface RLRs. These values aligress
nodes to fairly distribute available resources agnon
individual flows. The fair shares on congestedriiaiee k of
ingress nodé and of flow f are computed as follows:

k _ K
FS* = min(b,k +(c —bk):ikgk,sﬁj (4)

f _f
FS' =min(bf +(Fst —bf)ikt’)k,sf} (5)

whereCk is the capacity of the outgoing link on interface
k, while Fs© and FS' denote the fair shares of ingress

node i and of flow f on congested interface ,

respectively. Other alternative definitions of feiss within
the framework of LDS were examined in [12, 13].

The message exchange protocol consists of thréeatis
phases. During the first phase, callpdth probing the
ingress node attempts to learn about the curreme sif a
path or to learn the path itself if the route te thow’'s
destination is unknown. The probe messages cotheet
current arrival rate of the traffic and the aggtedanterface
RLR for each traversed link. The probe messages are
generated either periodically or when a new flow is
activated. Periodic probing is used to determinethié
ingress node can increase its sending rate onditte n the



presence of excess bandwidth, the ingress nodeases
transmission rates of the flows that travel on the
corresponding path proportionally to the individdiiw’'s
RLR. The path probing initiated due to the flowieation
determines if the new flow can be admitted into the
network.

Admission of a newly activated flow into the networ
or a flow termination initiates the second phaskedathe

additional overhead due notification
messages.

The key to reduction of the message exchange ozdrhe
is to limit the number of the RLR_CNG messages.dbo
that, the boundary nodes should combine frequedatag
of the RLR information by carrying the informati@out
the multiple requests for flow activation or teriiion in a

single RLR_CNG message. We will call this technique

to congestion

RLR changephase. The purpose of this phase is to update message aggregation

the interface RLRs along the flow’s path. If theraskion of
the new flow causes congestion anywhere along &th, p
then the ingress node initiates the third phasbed#he
Rate Reduction Phas®uring the third phase congested
interfaces notify ingress nodes to slow down. Upaorival
of the congestion notification message the ingmesdes
compute their corresponding fair
transmission rates of individual flows accordinglyspecial
case occurs when the ingress node that transniasatiahe
rate higher than its fair share due to the presaicthe

It should be noted that if the boundary nodes db no
generate an RLR_CNG message upon each flow activati
or termination, then the interface and aggregateéerface
information stored in the network core would not be
accurate, which in turn may influence the fairne$she
LDS. In fact, the message aggregation techniquacesithe

shares and adjust overall overhead due to the control messages atdbeof

violating strict guarantees of the fair resourcgréiution of
the LDS. Because of that, we conclude that theesgr
node’s fair share on that path is one of the patarmehat

excess bandwidth on the path, receives a congestiondetermine if the flow's request for activation errhination

notification. In this case, the ingress node migtit need to
reduce the transmission rate to its fair sharetebts the
ingress node reduces its rate proportionally to iR
change on the path.

The message exchange protocol uses the following

message types. In the first phase, ingress nodesrae
PROBE packets and receive results of the path pgobia

PROBE_REPLY messages. In the second phase, ingres

nodes advertise changes using RLR_CNG packets.rdN a

S

could be aggregated in subsequent RLR_CNG messages.
Let us consider the situation when the boundaryenod
receives a request from the flopvto be activated on the

path p, with the bottleneck linkk . In this case, the
boundary nodei should compute and compare its fair
shares on the path, for the case when the RLR_CNG
message was generated and when the flow's request w
aggregated (e.g. RLR_CNG message was not generated)

CN_CORE messages are used during the rate reductionnereRFSk -

phase to convey information about congested irdedao
the ingress and core nodes respectively.

3. Message Aggregation

The load distribution scheme relies heavily on the
message exchange protocol to distribute the irtertand
the aggregated interface RLR among the boundargsdd
a network with a small number of flows, the overxheme
to the message exchange protocol of the LDS isigiblgl
as reported in [12 and 13]. In such networks, thggom
cause of the overhead is the periodic path prol3nte the
probe messages are infrequent and their sizes
significantly smaller than the average size of thata
packet, the total overhead due to the control ngessés
very small. However, in a network with a large nemiof
small flows that activate and terminate very fraglye the
LDS scheme will constantly remain in the RLR change
phase of the message exchange protocol. As a ,réiselt
ingress nodes would generate the RLR_CNG packets fo
each flow activation or termination, which may caus
significant overhead. Furthermore, numerous RLR_CNG
messages may cause frequent changes of the camgesti
status in the network, which would subsequentlylteis

are

min[q" +b' + (Ck -b*-b' )g:': :E:g: ggi :E: ;,(BIk +B' )j

(6)

ACSREGH = min(b,“ +(c —bk):{ :b{ ,Bikj )
where,AceRegk is the fair share of the ingress naden

the pathp in the case when the ingress node advertises
RLR change on the path aneFrgsk is the fair share of the

ingress node on the pathP when the flow’s request was
aggregated. It should be noted that if the reqgioeshe flow
activation was aggregated then the flows that Volkhe
path P receive the amount of resources slightly belovirthe
corresponding fair shares. On the contrary, ifréggiest for
the flow termination was aggregated, then the fldest
follow the pathp receive the amount of resources slightly
above their corresponding fair shares. If the denafrom
the flow's fair share is within an acceptable rartpen the
node i should aggregate the flow's request in the
subsequent RLR_CNG messages. Otherwise the ingress
nodej should initiate the RLR change phase.

This is an example of the simplest message aggoegat
policy that relies only on the ingress node’s ftiares to




determine if the flow's request could be aggregated
However, the boundary nodes are allowed to implémen
more complex message aggregation policies that dvoul
include the network status or other parameters ha t
decision making process.

4. Evaluation of the Message Aggregation

4.1 Simulation Setup

To study and evaluate the performance of message
aggregation, we performed a simulation study udimg
OPNET network simulator [17]. The goal of the siatidn
study was to examine how the message aggregation
technique influences the overhead in the systemvedisas
to investigate its effects on the fairness of tlESL In order
to study how the message aggregation influences the
fairness of the resource distribution in the netyowe
introduce a new term calledegree of fairnesslefined as
follows.

.. FTP Flows

S FIP1 FTP12" [30s,500s]
| i DESTS5
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SRC 1
[185 s, 500s]
DEST 4

SRC 2
[60 s, 500s]
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Figure 2. Simulation Topology

We will refer to the fair shares of the boundaogei
on the pathp at the timer with and without the message
aggregation as@rsP(r) and FsP(r), respectively. Then,
the degree of fairness of the boundary npoa the pathpP
at the timer is defined as:

FS”(r)
ma FS‘P (T)
It should be noted that with this definition, a Hig
degree of fairness (e.g. more than 95%) indicatas the
resources are shared fairly among the flows, waillow

degree of fairness indicates unfair sharing.

To study the performance of the message aggregation
we used the topology of Figure 2 that shows thev'8o
activation/termination schedule and the point ddtitation
for each flow. For example, the flow of Source fivates at

time 185 seconds and travels to node Destinationhe
the flow of source 3 activates at time 160 seconds,

DF(r)=1-1- (7)

terminates at time 250 seconds, and travels toiladisn 1.
The duration of the simulation was 500 seconds.

Flow Flow's Flow’s Ingress
Numbers Activation/ RLR Node
Termination (Kbps)
Schedule
FTP 1-3 [30 s, 500 s] [20, 50] Edge 1
FTP 4-6 [30 s, 500 s] [40, 50] Edge 1
FTP 7-10 [30 s, 500 s] [10, 30] Edge 1
Video 1 [185 s, 500 s] [400, 1200 Edge 1
Video 2 [60 s, 500 s] [200, 1000] Edge 1
Video 3 [160 s, 250 s] [800, 2000 Edge ?Z
Video 4 [80 s, 350 s] [500, 1300] Edge 3

Table 1. Flow specification

In the simulation we used two types of applications
FTP and video traffic. FTP flows are small, shaved
flows that activate and terminate very frequerdgch FTP
flow randomly activates multiple times during the
simulation and remains active for a random duratiomn
longer than 30 seconds. FTP flows use TCP as their
transport protocol. Video traffic consists of tlzede, long-
lived flows that use UDP as the transport proto&ach
video flow activates only once during the simulatiand
remains active according to the schedule shownainleT 1.
All the video traffic in the simulation is bi-dirdonal;
however, in order to avoid unnecessary confusionwilie
not discuss video traffic that travels from the bdary
nodes Edge 4, Edge 5, and Edge 6 to their correspgpn
destinations.

Mhps Load Distribution at Edge 1
Max RLR
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Figure 3. Load Distribution at Edge 1
4.2 Load Distribution Using LDS

Let us examine the bandwidth allocation by the LiBS
greater detail. The load distribution among ingmesdes for
the scenario defined by Figure 2 and Table 1 isvshim
Figures 3 —5.



At time 30 seconds the FTP flows begin to activate
random fashion. At time 60 seconds flow Video 2vates
followed by activation of flow Video 4 at time 8@®nds.
At this point the link between the nodes Core 5 @ode 3
becomes congested which forces the edge nodes 3 snd
throttle transmission rates of their correspondiogys. At
time 160 seconds flow Video 3 activates which shifte
bottleneck for ingress node Edge 1 to link Core Qore 5.

As a result, ingress nodes Edge 1 and Edge 2 adjust 1.2%

transmission rates of their flows according to agagted
interface RLR on link Core 2 — Core 5, while ingremde
Edge 3 benefits from the excess bandwidth created b
throttling the flows of ingress node Edge 1.

All the active flows in the network adjust their
transmission rates according to their corresponding
bottleneck links upon activation of the flow Vidéaat time
185 seconds. However, after all the flows have stdjl
their transmission rates, link Core 5 — Core 3 beED
underutilized which enables flow Video 4 to bendfam
the excess bandwidth.

Mhps Load Distribtution at Edge 2
Max RLR
z.00
L50
LoD Load
Min RLE
0.50
s | | i]]ma(sec)l
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Figure 4. Load Distribution at Edge 2

In should be noted that frequent activations of Ei®
flows often cause congestion on both bottlenecksliGore
2 — Core 5 and Core 5 — Core 3. As a result, alldttive
flows in the network adjust their transmission satgon
activation of the FTP flows. However, since linkrEd —
Core 3 does not limit transmission rate of the RIDWs,
flow Video 4 need not reduce its transmission tatis fair
share on the link Core 5 — Core 3. Instead, flowedi 4
reduces its transmission rate proportionally to RieR of
the newly activate FTP flow.

As long as link Core 2 — Core 5 remains the bogibén
for the traffic from ingress node Edge 1, link Cére Core
3 will contain excess bandwidth and flow Video 4uhb
utilize it. If upon reception of every CN messadew
Video 4 adjusts its transmission rate to the cpoading
fair share then later it would increase its sendiate
because of the excess bandwidth available on nkeQbre

5 — Core 3, resulting in unnecessary load flucturesti Thus,
upon CN message arrival, the boundary node mayceeits
transmission rate proportionally to the RLR changethe
congested interface, instead of sending trafficitatfair
share.

) 51"'-]”1115 Load Distribution at Edge 3
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Figure 5. Load Distribution at Edge 3

At time 250 seconds flow Video 3 terminates which
causes the bottleneck for the traffic from Edgeo1shift
back to link Core 5 — Core3. Consequently, all dotive
flows adjust their transmission rates accordingin
particular, flow Video 4 adjusts its sending rateits fair
share in order to accommodate traffic from EdgEeidally,
at time 350 seconds, flow Video 4 terminates aadfitr
from Edge 1 utilizes all the available bandwidthtbe path.

It should be noted that throughout the simulatianhe
active flow receives an amount of bandwidth thatvithin
its requested load range. Furthermore, the per-flow
bandwidth allocation in the network satisfies (witlsmall
error limits) the fairness criteria defined by efjora 5. In
the next section we examine the influence of thesage
aggregation on the fairness of the load distributxy the
LDS.

4.3 Evaluation Of The Message Aggregation

To evaluate the message aggregation techniquetand i
influence on the fairness of the load distributiome
implemented the following aggregation policies fibre
scenario of Figure 2. As mentioned before, the gdahe
message aggregation is to reduce the total nuniloemdrol
messages (RLR_CNG) generated upon the flow aativati
or termination. The following message aggregatiates
specify under what conditions the RLR_CNG message
should be generated and when it should be aggrkgate
Rule 1. Always generate RLR_CNG message

activation or termination of the video flow.
Rule 2. Always generate RLR_CNG message if the flow’s
activation does not cause congestion.

upon



Rule 3. Generate RLR_CNG message if upon the
activation/termination of the FTP flow, the ratiettveen
nAGGRES and ASCRES is larger than the aggregation
threshold, where*®¢*rs is the fair share of the FTP
flows on the path when the RLR_CNG message was sent
and “°¢Rrs s the fair share of the FTP flows on the path
when the flow’s request was aggregated.

Rule 4. Otherwise do not generate control message.

90%

9%
8% -
7% -
6% -
5% A
4% -
3% A
2%
1% -

Control Load Reduction

(O] 05
o " 0%
! 70% 30% 40% 50% 60% 70%  80%
S n 60% Aggregation Threshold
¥ ©
o -% 50% Figure 8. Control Load Reduction
£ % 40% 103
§ > 30% 1 102
3] 0 > \
3 20% £ 101
10% - a \
2 o ¥ 100
0% : : : : >
30% 40% 50% 60% 70%  80% g 997
Aggregation Threshold c:)’ 08 |
Figure 6. Reduction in RLR_CNG messages g 97+
99.8% © 96
99.6% 95
99.4% - \\ 30% 40% 50% 60% 70%  80%
99.2% Aggregation Threshold
99.0% Figure 9. Total Control Load
98.8%

98.6% Simulation results collected for the simulationdtmyy
' \\‘ of Figure 2 showed that the message aggregation

Average Degree of Fairness

98.4% 1 significantly reduces the total number of the RLRIG
98.2% 1 messages generated. In the best case, when thegatign
98.0% threshold was set to 80%, the message aggregation
30% 40% 50% 60% 70%  80% technique reduced the total number of RLR_CNG nyEssa
Aggregation Threshold by almost 80%. At the same time, the average degfee
Figure 7. Average Degree of Fairness fairness during simulation was only 98.4%, whichamse

the allocation bandwidth values did not deviate mfrom

We examined the reduction in the total number of the optimally fair load distribution.
RLR_CNG messages and the variation of the degree of However, the reduction of the total control loac:da

fairness at the ingress node Edge 1 by changingathe of message aggregation was significantly lower as shiow
the aggregation threshold from 30% to 80%. Eachaie Figure 8. In the best case, when the aggregatimshbld
was executed 10 times and the averaged resultsrpegsin was set to 80%, the total load reduction was orty. 8
Figures 6 — 9. As expected, the reduction in titel tof the Nevertheless, as Figure 9 shows, the total loadeotontrol

RLR_CNG messages increases while the degree obfsir ~ Messages consistently decreases as the aggregation
decreases as the aggregation threshold becomesr.larg threshold is increased.

When the aggregation threshold increases, a langeber We observed such a small reduction in the amount of
of flow requests are being aggregated, as a re$uithich the control traffic because the simulation of Fey@& was
fewer RLR_CNG messages are generated. Subsequenﬂy’confiQUFGd with a relatively small number of FTBvils. On
the core nodes contain and advertise a less aecuahte of average, during the simulation there were only 300/
the aggregated interface RLR, which influences the activation requests by the FTP sources. As a retht
accuracy of the load distribution and causes tfga’adgof PROBE messages were the dominant contributor ttothé

fairness to decrease (|mp|y|ng less fairness)_ control load in the network. Since the goal of message



aggregation is to reduce the total number of RLRGCN
messages, its effects on the reduction of the takrol
load are very small, only 4% -- 8%. In the scenavleere
the total number of the flow activation requests is
significantly larger, the RLR_CNG messages would
dominate the control load and thus the message=ggtion
would significantly reduce the control load overthea

It should also be noted that although the averageed
of fairness varied between 99.6% and 98.4%, inagert
instances during the simulation its value reachetbw as
87%. Figure 10 shows the frequency distribution tlod
degree of fairness values during the simulationh vifte
aggregation threshold set to 80%. Figure 10 shiasthe
degree of fairness reaches low values very infretiye@nd
remains in that state for a very short time. Foareple,
value of the degree of fairness is lower than 908k o
0.66% of the time, while it varies between 90% &30
only 8.47% of the time. As a result, we believet thach
behavior of the LDS due to message aggregation is
acceptable.
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Figure 10. Distribution of the Degree of Fairness
values

5. Related Work Overview

This paper introduces a new idea for reducing dia t

algorithm that solves it. In [14], individual soes adjust
their sending rates based on the utility functiord ahe
network feedback which consists of information abihe
number of congested links on the path. However, the
algorithm proposed in [14] converges to the optineles
slowly, operates on a per-flow basis, requires cEaIrto
communicate their sending rates to the core routmd
relies on the ACK packets to carry the feedbackcdrtain
situations, the solution proposed in [14] becomes
unacceptable because of these features.

Mirhakkak et al introduced a somewhat related itea
[18]. Their goal was to modify the resource restove
protocol RSVP for supporting dynamically changingSQ
requirements in mobile ad hoc networks. The progose
dRSVP mechanism also assumes that each flow reqguest
resources in a range. When a new flow enters theonke
and there are not enough resources to accommdglaite i
congested link will adjust the reservations of otfh@ws in
order to accept the new flow's reservation. Unfostiely
dRSVP also works on a per-flow basis and thus duads
scale well. Furthermore, it does not guarantee tthatinks
in the network will be fully utilized and it allowseriods of
QoS degradation.

The Explicit Congestion Notification (ECN) model
[22] requires that the sources will reduce thetesaupon
reception of the CE marked packets. Both Explicit
Congestion Notification approach and simple ratetrcd
algorithm [14] assume that the sources are welhbeth and
would reduce their sending rate upon congestioificetion
arrival. Unfortunately in the diverse Internet aowiment,
we cannot be sure that all the sources will behase
requested. Thus neither of these approaches pmovide
protection against denial-of-service attacks. Gndbntrary,
the load distribution scheme that we have introdutgeals
with trustworthy boundary nodes that would adjwestding
rates regardless of the user behavior and thugates the
possibility of misbehaving sources launching a dkeof-
service attack.

The problem of admission control [10, 15-16] and
controlled-load services [24] is somewhat relatethe load

overhead due to control message exchange within the distribution issues discussed in this paper. Howdhey

framework of the LDS introduced in [11-13]. Thisnkads a
direct extension and improvement of [13] where aramo
detailed description of the LDS may be found. Iri][1
Hnatyshin et al provide an alternative approachload
distribution in the Internet. The LDS proposed 1] does
not require the core nodes to maintain aggregatteatface
RLR and instead relies on an approximation mecharfis
computing the fair share of the ingress nodes. Wewehis
approach cannot accurately compute the fair shtakss a
long time to converge, and does not guarantee Idaid
distribution among the edge nodes under all network
conditions.

In [14], Kar et al provided an excellent definitiohthe
dynamic rate control problem and introduced anaitee

address a slightly different problem of determinimigen a
new flow could be accepted into the network, wttie LDS
examines the problem of how to fairly distributsagerces
among the sources in order to accommodate the loswisf
request.

6. Conclusions

In this paper we examined performance of the LD§ in
network that contains a large number of small floavel
introduced a message aggregation technique forcieglu
the control load overhead. The message aggregatiuces
the total number of RLR_CNG control messages attdst
of violating the fairness requirements of the reseu



distribution. Simulation results reported that th®S 10.

provides a fair and efficient resource allocation the
network with a large number of small flows. Furthere
the message aggregation is capable of significaatlycing
the total number of RLR_CNG messages at the srosflaf
less than 2% of average deviation from the optiynédir
load distribution. 12
Although the message aggregation showed very

promising results, it should not be used in netwoshere

the dominant part of the message exchange ovedueads

from the periodic path probing. In this case, thessage 13.

aggregation technique would be ineffective. Furtiame,
simulation results showed that the overhead dueh&
periodic path probing is very insignificant, leban 0.1% of
the total load. As a result, the message aggregatiould
be used only in networks where the RLR_CNG messages

due to flow activation/ termination dominate cohtload 15.

overhead.
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