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Abstract— Database-driven Dynamic Spectrum Sharing (DSS)
is the de-facto technical paradigm adopted by Federal Commu-
nications Commission for increasing spectrum efficiency, which
allows licensed spectrum to be opportunistically used by sec-
ondary users. In database-driven DSS, a geo-location database
administrator (DBA) maintains spectrum availability information
over its service region in the form of a Radio Environment
Map (REM), where the received signal strength from the pri-
mary user at every location is either directly measured via
spectrum sensing or estimated via statistical spatial interpo-
lation. Crowdsourcing-based spectrum sensing is a promising
approach for periodically collecting spectrum measurements over
a large geographic area but is unfortunately vulnerable to false
spectrum measurements. Despite a large body of prior work
on secure cooperative spectrum sensing, how to construct an
accurate REM in the presence of false measurements remains an
open challenge. In this paper, we introduce ST-REM, a novel
spatiotemporal approach for securely constructing an REM
in the presence of false spectrum measurements. Inspired by
the self-label techniques developed for semi-supervised learning,
ST-REM iteratively constructs an REM from a small number of
spectrum measurements from trusted anchor sensors and many
more measurements from mobile users. During each iteration,
the DBA evaluates the trustworthiness of each measurement by
jointly considering its spatial fitness with other trusted measure-
ments and the mobile user’s long-term behavior. By gradually
incorporating the most trustworthy spectrum measurements,
the DBA is able to construct a REM with high accuracy. Extensive
simulation studies using a real spectrum measurement dataset
confirm the efficacy and efficiency of ST-REM.

Index Terms— Dynamic spectrum sharing, crowdsourcing,
spectrum sensing, radio environment map, security.

I. INTRODUCTION

DATABASE-DRIVEN Dynamic Spectrum Sharing (DSS)
is the de facto technical paradigm adopted by Fed-

eral Communications Commission (FCC) for meeting the
ever-growing spectrum demand by allowing secondary users
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to opportunistically access licensed spectrum bands without
causing interference to primary users’ transmissions [2], [3].
In a database-driven DSS system, a geo-location database
administrator (DBA) maintains the spectrum availability in its
service region and manages spectrum access from secondary
users. Any secondary user who wants to access a licensed
spectrum band is required to inquire the DBA, which may
either grant or deny the spectrum-access request based on the
spectrum availability at the desired time and location.

Effectively enhancing spectrum utilization requires accurate
spectrum availability information, for which a widely advo-
cated approach is to let the DBA construct and maintain a
Radio Environmental Map (REM) over its service region. The
REM concept [4], [5] was originally proposed as an abstraction
of radio environments represented by a distributed database for
storing information and knowledge of the radio environment
to support a wide range of spectrum-related functionalities.
Following the recent work [6], we consider an REM as a
map characterizing primary users’ radio activities, in which
the received signal strength (RSS) from the primary user
at every location of interest is either directly measured via
spectrum sensing or estimated using proper statistical spatial
interpolation techniques.

Maintaining an accurate REM requires the DBA to peri-
odically collect many spectrum measurements over a large
geographic region, which can be accomplished in mainly two
ways. A straightforward approach is to deploy a network of
spectrum sensors for detecting radio activities on licensed
spectrum bands. However, it is well known that large-scale
sensor networks are expensive to deploy and difficult to
operate and maintain. Therefore, it has been widely advocated
that the DBA only needs to deploy a small number of
dedicated spectrum sensors at strategic locations [7], [8] and
outsource the majority of spectrum-sensing tasks to ubiquitous
mobile users. The feasibility of this approach lies in the deep
penetration of mobile devices into everyday life and the wide
expectation that future mobile devices can perform spectrum
sensing via either internal spectrum sensors or external ones
acquired from other parties like the DBA [9]–[15].

Crowdsourcing-based REM construction is, unfortunately,
vulnerable to false spectrum measurements, which contain
RSS values much higher (or lower) than the true RSS mea-
surements. In particular, mobile users cannot be fully trusted
and may submit false spectrum measurements due to various
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reasons. For example, a good mobile user may submit false
spectrum measurements because of faulty spectrum sensor.
As another example, a selfish mobile user may submit forged
spectrum measurements without actual sensing to save battery.
Last but not the least, a malicious mobile user may be hired
by the DBA’s business competitor to submit false spectrum
measurements to damage the DBA’s reputation. Since most
existing techniques for REM construction [16]–[20] rely on
statistical interpolation techniques, eg. Ordinary Kriging, that
are known to be sensitive to outliers [21], even a small number
of false measurements can heavily distort the REM, leading to
either missed spectrum opportunities or harmful interference
to primary users’ transmissions.

Despite the large body of work on secure cooperative spec-
trum sensing against false spectrum measurements [9]–[11],
[22]–[27], how to construct an accurate REM from possibly
false spectrum measurements poses new challenges. In par-
ticular, secure cooperative sensing aims to decide whether
a primary user at a known location is transmitting or not,
whereas REM construction intends to estimate the RSS from
the primary user at every location of interest where the
primary user’s transmission activity is known. The unique
challenges brought by REM construction render prior solutions
[9]–[11], [22]–[27] inapplicable. These situations call for
sound solutions to construct REM with high accuracy in the
presence of false spectrum measurements.

To tackle this challenge, we introduce ST-REM, a novel
spatiotemporal approach for securely constructing REMs
in the presence of false spectrum measurements. Inspired
by self-labeled techniques [28] originally developed for
semi-supervised learning, ST-REM constructs highly accurate
REMs from a small number of trusted measurements and many
more untrusted measurements via iterative statistical spatial
interpolation. Specifically, an initial REM is constructed using
only the trusted measurements from dedicated spectrum sen-
sors and then gradually refined by incorporating the most
trustworthy measurements from the remaining ones. The key
ingredient of ST-REM is a novel mechanism for evaluating of
the trustworthiness of every spectrum measurement submitted
by mobile users, which jointly considers the measurement’s
spatial and temporal trustworthiness. The former is evaluated
based on the measurement’s spatial fitness with other mea-
surements that have already been deemed trustworthy. The
latter, on the other hand, is evaluated by tracking the mobile
user’s long-term behavior, which provides strong indication for
the quality of the measurement he/she submits in the current
epoch. Using the most trustworthy spectrum measurements,
the DBA is able to filter out false ones and construct an REM
with high accuracy. Our contributions in this paper can be
summarized as follows.

• To the best of our knowledge, we are the first to study
secure crowdsourced REM construction in the presence
of false spectrum measurements.

• We introduce ST-REM, a novel approach for constructing
REM from a small number of trusted measurements
from dedicated spectrum sensors and many more from
untrusted mobile users. The accuracy of the resulting
REM is achieved by jointly considering the spatial

and temporal trustworthiness of the measurements from
mobile users and constructing the REM using only the
most trustworthy ones.

• The efficacy of ST-REM is confirmed via extensive simu-
lation studies using a real spectrum measurement dataset.
For example, our simulation results show that even when
twenty percent of the measurements are false, ST-REM
can produce an REM with mean absolute error (MAE)
of 2.75 dB, which is only 2.83% higher than the case
where all false measurements are known in advance and
excluded by the DBA.

The rest of this paper is structured as follows. Related work is
discussed in Section II. We introduce the system and adversary
models along with the design goals in Section III. Section IV
presents the design of ST-REM. We evaluate the performance
of ST-REM in Section V. Section VI concludes this paper.

II. RELATED WORK

In this section, we discuss prior work in several areas that
are most germane to our work.

A. REM Construction via Statistical Spatial Interpolation

There have been a number of attempts to improve the spec-
trum estimation accuracy at the DBA by constructing an REM
or detailed PU coverage map from spectrum measurements
through statistical spatial interpolation, for which a recent
survey can be found at [29].

Ordinary Kriging is the most popular statistical spatial inter-
polation technique for radio mapping. Alaya-Feki et al. [16]
introduced a solution for constructing a map of received
signal strength from radio measurements using Ordinary
Kriging. In [17], Achtzehn et al. conducted a large-scale
measurement campaign and demonstrated that spatial inter-
polation techniques such as Ordinary Kriging outperform
well-known propagation models in predicting transmitter’s
signal strengths in the TV whitespace. Another measurement
study was reported in [18], in which Phillips et al. used
Ordinary Kriging to estimate the coverage of a 2.5 GHz
WiMax network in a US university campus. A similar study
appeared in [30], which showed that the accuracy of TVWS
geo-location database can be improved by predicting the
primary user’s signal strength with a relatively small num-
ber of measurements using Ordinary Kriging. The advantage
of Ordinary Kriging over model-based predication such as
Longley-Rice model, FCC F-Curves, and k nearest neigh-
bor, is later reconfirmed by another measurement study in
Seattle, WA in [19]. Crowdsourcing-based REM construction
using Ordinary Kriging was firstly studied in [20], in which
Ying et al. introduced an incentive mechanism to stimulate
mobile users’ participation.

Other statistical spatial interpolation techniques have also
been used for radio mapping. Ojaniemi et al. explored several
methods, including Ordinary Kriging, Cokriging, and spatial
simulated annealing, for integrating field measurements into
radio propagation model [31]. Dai and Wu [32] proposed
a framework for integrating spectrum sensing results and
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spectrum database via Delaunay triangulation. Delaunay trian-
gulation was also used in [30] to predict the signal strengths
at unmeasured locations.

All these works assume that all the measurements are
trusted, while it is well known that these statistical spa-
tial interpolation techniques are sensitive to outliers due to
masking and swamping effects. For example, it was shown
in [21] that even a small number of false measurements can
significantly affect the predictions at unobserved locations.

B. Secure Cooperative Spectrum Sensing

Secure cooperative spectrum sensing has been studied
extensively in the past decade, for which the goal is to
determine whether or not a PU at a known location is transmit-
ting from potentially false spectrum measurements. Existing
solutions can be generally classified into three categories.

The first category detects and filters out false spectrum mea-
surements via statistical anomaly detection. In [23], Min et al.
proposed an attack-tolerant distributed sensing protocol by
exploring shadow fading correlation to detecting abnormal
spectrum sensing results. A Bayesian-based approach was
introduced in [33] to evaluate the suspicious level of spectrum
sensing reports whereby to filter out potential false ones.
In [34], Wang et al. introduced a joint spectrum sensing and
access framework based on statistical hypothesis testing to
cope with false spectrum sensing reports. A secure cooperative
spectrum sensing scheme was introduced in [35] to detect false
sensing reports with M-ary quantized sensing data.

The second category uses reputation system to track sen-
sors’ long term behaviors to differentiate bad sensors from
good ones. Typically, every sensor’s reputation score is com-
puted based on the accuracy of their past sensing measure-
ments [22] or whether its local decision matches the global
network decision [25]. A sensor is considered misbehaving if
its reputation score drops below certain threshold. For exam-
ple, a reputation-based detection scheme is introduced in [36]
in which sensing reports from a sensor would be excluded
from the fusion process if its reputation score exceeds certain
threshold. More recently, reputation score is incorporated
into learning process to determine possible punishment for
secondary users with poor sensing performance [37].

The third category relies on machine learning techniques
to differentiate false measurements from good ones. In [11],
the authors proposed to train a classifier using Support Vector
Machines from reliable sensing reports whereby to detect and
filter false spectrum measurements. A reinforcement-learning-
based user selection method is proposed in [37] to select
secondary users according to their past performance.

Finally, it has been shown in [26], [27] that trusted sen-
sors can be used to defend against false measurements. For
example, PUET [26] is a technique that explores a trusted
transmitter transmitting test signals to detect sensing data falsi-
fication attacks. Reputation-based mechanisms have also been
integrated with trusted users in [25], [27]. Furthermore, trusted
measurements are also used as training data for machine
learning solutions [11].

Fig. 1. An exemplary database-driven DSS system.

As discussed in Section I, none of these solutions can be
applied to the problem of secure REM construction, in which
the PU’s location and transmission activity are known but its
signal strength need be estimated at every location of interest.

C. False Data Injection Attack in Mobile Crowdsensing

The attack tackled in this paper can be viewed as a special
case of the false data injection attack in general crowdsensing
systems, which has been studied in other contexts in the
past. Yang et al. [38] introduced an unsupervised learning
approach to filter out anomalous sensing data by evaluating
mobile users’ sensing qualities and long-term reputations.
A similar scheme was introduced in [39] to improve data
trustworthiness in crowdsourcing-based positioning systems.
More recently, data poisoning attack was studied in [40], [41],
where Miao et al. introduced several attack strategies to allow
malicious workers to maximize attack utility while evading
detection. Xie et al. [42] detect false sensing data according
by exploiting the observation that the matrix formed by real
measurements has lower rank than that of the false data. None
of these works can be directly applied for secure crowdsourced
REM construction.

III. PROBLEM FORMULATION

In this section, we first introduce the system and adversary
models and then our design goals.

A. System Model

Fig. 1 shows an exemplary database-driven DSS system.
We consider a DBA that provides spectrum access service to
secondary users in its service region D. While there could
be multiple PUs in D, we assume that there is one primary
user transmitting in every epoch and that the locations and
transmission schedules of all primary users are known to the
DBA. For simplicity, our subsequent discussion considers a
single primary user.

The DBA estimates the spectrum availability through spec-
trum sensing and constructing and periodically updating an
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REM over D. As in [10], [27], we assume that the DBA
deploys a small number of stationary spectrum sensors at
strategic locations, referred to as anchor sensors hereafter.
Anchor sensors can be remotely attested by the DBA and
excluded if they are detected as compromised. Due to cost
constraints, the DBA cannot afford to deploy too many anchor
sensors to cover the entire service region and still relies on the
spectrum measurements from the majority of mobile users,
referred to as mobile sensors hereafter to ensure the accuracy
of the REM. We subsequently denote by Θa the set of anchor
sensors and Θm the set of mobile sensors.

We assume that the time is divided into epochs of equal
length. At the beginning of each epoch, every sensor i ∈
Θa

⋃
Θm submits a spectrum measurement Ri = (Zi,xi),

where Zi is the measured RSS (in dBm) at location xi.
We assume that the service region D is divided into N
non-overlapping cells of equal size. Some cells may not have
any measurement taken, and the locations at which measure-
ments are taken may not be the center of any cell. Given
the set of spectrum measurements R = {Ri|i ∈ Θa

⋃
Θm},

the DBA’s goal is to construct an REM by estimating the RSS
at the center of every cell.

B. Adversary Model

The DBA is trusted to faithfully perform all system oper-
ations, and the spectrum measurements submitted by anchor
sensors are trusted. In contrast, mobile sensors may submit
false spectrum measurements due to faulty spectrum sensors,
forging spectrum measurements to claim the reward at the
DBA without actual sensing, or being hired by the DBA’s
business competitor to damage its reputation. We do not
differentiate between noisy measurements submitted by users
with faulty sensors and forged measurements submitted by
malicious users but regard both of them as false measurements,
which may contain RSS values arbitrarily different from the
true RSS measurements. Similarly, we do not specifically con-
sider spectrum measurements with forged locations because
such measurements are equivalent to false measurements at
the claimed locations. We assume that the attacker can submit
false RSS measurements in different epochs following arbi-
trary strategy unknown to the DBA. We also assume that the
number of false measurements is unknown to the DBA in
advance.

Our subsequent discussion focuses on REM construction in
the presence of false spectrum measurements. We assume that
communications between anchor/mobile sensors and the DBA
are secured via standard cryptographic techniques such as
TLS [43]. Moreover, we do not consider incentive mechanism
design for stimulating mobile users’ participation or other
attacks targeting general DSS systems such as jamming attack,
for which resort to existing rich literatures such as [44], [45].

C. Designed Goals

ST-REM is designed with the following goals in mind.
• Resilience against false spectrum measurements:

ST-REM should produce an REM in the presence of
unknown number of false spectrum measurements with

high accuracy. In particular, it should produce an REM
with much higher accuracy than either using only trusted
spectrum measurements from anchor sensors or blindly
using all spectrum measurements.

• Low deployment cost: ST-REM should only require a
small number of anchor sensors to ensure sufficiently
high accuracy of the resulting REM.

IV. ST–REM: A SPATIOTEMPORAL APPROACH

In this section, we first give an overview of ST-REM and
introduce the background of Ordinary Kriging, the interpola-
tion technique used by ST-REM. We then detail the design of
ST-REM.

A. Overview

ST–REM is designed to construct highly accurate REMs
using a small number of trusted measurements and many
untrusted measurements via iterative statistical spatial inter-
polation. This approach is inspired by the self-labeled tech-
niques [28] proposed for semi-supervised learning with the
goal of exploring a small amount of labeled data and a
large amount of unlabeled data for classification [28]. In self-
labeled techniques, an initial classifier is trained based on
the labeled data only, which is then applied to the unlabeled
data to generate more labeled samples as additional input to
refine the classifier. Self-labeled techniques have been shown
to surpass the classification performance achieved by either
supervised learning where all unlabeled data are discarded or
unsupervised learning where all label information is ignored.

As an analogue to self-labeled techniques, ST-REM con-
structs an REM in an iterative fashion. In each epoch,
on receiving all the spectrum measurements, an initial REM
is constructed using only the trusted measurements from
anchor sensors. In each subsequent iteration, a fixed number
of remaining measurements deemed most trustworthy are
incorporated to refine the REM. This process continues until
certain terminal condition is met, at which point all remaining
measurements are discarded and the final REM is produced.

A key component of ST-REM is the evaluation of the
trustworthiness of measurements from mobile users. In partic-
ular, ST-REM calculates a spatial trust score and a temporal
trust score for every measurement. The spatial trust score is
computed based on the measurement’s spatial fitness with the
REM constructed from the measurements that have already
been deemed trustworthy. The temporal trust score, on the
other hand, is computed from the mobile sensor’s past perfor-
mance, which provides strong indication for the quality of the
measurement he/she submits in the current epoch. The overall
trust score of the measurement is obtained by combining its
spatial and temporal trust scores.

While ST-REM is general in the sense that it can be
integrated with different statistical interpolation techniques,
we take Ordinary Kriging [46] as an example to illustrate its
design for Ordinary Kriging’s overwhelming popularity and
satisfactory performance in REM construction [16]–[20], [47],
[48]. In what follows, we first briefly introduce the background
of Ordinary Kriging and then detail the design of ST-REM.
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B. Background on Ordinary Kriging

Kriging [46] is a class of geo-statistical spatial interpolation
techniques originally developed for mining but have been
increasingly being used for radio mapping. Under Kriging,
the RSS at any location x is modeled as a Gaussian random
field in the form

Z(x) = μ(x) + δ(x), (1)

where μ(x) is the mean RSS capturing path loss and shadow-
ing, and δ(x) represents possible sampling error.

In Ordinary Kriging [46], Z(x) is further assumed to be
intrinsic stationary in the sense that

E[Z(x)] = μ(x) = μ,

E[(Z(x1) − Z(x2))2] = 2γ(h), (2)

for all x ∈ D, where E[·] denotes expectation, μ is an unknown
constant, h = ||x1 − x2|| is the distance lag between two
locations x1 and x2, and γ(·) is the semivariogram function
that models the variance between two locations as a function
of their distance. The assumption of intrinsic stationary may
not hold for spectrum measurements but has been found
acceptable in the literature [16], [17], [19], [20], [47], [48],
especially after removing possible source of nonlinear trend
from measurements through a proper detrending process [18].

C. Detailed Design of ST-REM

In each epoch, the DBA constructs an REM from the set
of measurements R = {Ri|i ∈ Θa

⋃
Θm} it receives in

three steps. First, the DBA performs detrending process to
the measurements to remove possible nonlinear trend from
the measurements so that the residue measurements fit the
Ordinary Kriging model better. Second, the DBA constructs an
REM from the detrended measurements in an iterative fashion.
Finally, the DBA adds the detrended values back to generate
a final REM.

1) Detrending: Detrending is the process of removing any
non-linear trend from the original spectrum measurements,
which is usually preferred as the resulting detrended mea-
surements would better fit the Ordinary Kriging model [49].
Specifically, given an original spectrum measurement Ri =
(Zi,xi) from a mobile or anchor sensor, the corresponding
detrended measurement is given by R′

i = (Si,xi), where

Si = Zi − P (xi) (3)

is the residue RSS at xi, and P (xi) is the RSS at xi predicted
by a suitable radio propagation model. ST-REM does not
rely on any particular detrending procedure but assumes the
existence of a suitable one for the received measurements.
For completeness, we will present an exemplary detrending
procedure adopted from [18] in Section V-B.

2) Iterative Measurement Selection: Given the set of
detrended measurements {R′

i|i ∈ Θt

⋃
Θc}, the DBA grad-

ually selects a set of measurements in an iterative fashion for
REM construction. Specifically, the DBA maintains a trusted
sensor set Θt and a candidate sensor set Θc at all time, where
Θt = Θa and Θc = Θm initially. In each iteration, the DBA
does the following in sequel.

First, for every candidate measurement R′
j , j ∈ Θc,

the DBA calculates a trust score Tj . The process of calculating
Tj is deferred to Section IV-C.3. Second, the DBA finds
the q measurements with the highest trust scores, denoted
by Θq , where q is a system parameter that represents the
tradeoff between computation overhead and accuracy of the
final REM. Third, the DBA moves Θq to the trusted sensor
set, i.e., Θt = Θt

⋃
Θq and Θc = Θc \ Θq .

The selection process is terminated if the ratio between
the number of trusted measurements and the total number of
measurements reaches a predetermined threshold η, i.e.,

|Θt|
|Θa

⋃
Θm| ≥ η . (4)

All the remaining candidate measurements {R′
j |j ∈ Θc} are

then discarded.
3) Spatiotemporal Trustworthiness Evaluation: A key com-

ponent of ST–REM is a novel method to evaluate the trust-
worthiness of a candidate measurement by jointly considering
its spatial fitness with other trusted measurements and the
sensor’s past performance. Specifically, for every candidate
measurement R′

j , j ∈ Θc, the DBA calculates a spatial trust
score and a temporal trust score and then combine the two
into an overall trust score.

Spatial Trust Score: The spatial trust score of a measurement
R′

j , j ∈ Θc, characterizes its spatial fitness with current trusted
measurements {R′

i|i ∈ Θt}. The key idea is to construct an
REM using the current trusted measurements whereby to pre-
dict the RSS value at the candidate measurement’s location xj .
The smaller the difference between the reported RSS value
and the predicted RSS value, the better R′

j fits the current
trusted measurements, the more trustworthy of the candidate
measurement, and vice versa. In particular, the spatial trust
score of each measurement R′

j is calculated as follows.
First, the DBA builds an empirical semivariogram γ̂(h) from

the current trusted measurement set {R′
i|i ∈ Θt}. Specifically,

the DBA computes

γ̂(h) =
1

2|P(h)|
∑

(xi,xk)∈P(h)

(Si − Sk)2, (5)

where P(h) = {(xi,xk)|i, k ∈ Θt, ||xi − xk|| = h} is the
set of location pairs with distance h. The DBA then fits γ̂(h)
with a suitable parametric model. There are several popular
parametric models in Ordinary Kriging, such as Gaussian,
Cauchy, and Spherical models [50]. In this paper, we choose
the commonly used exponential model, which is given by

γ(h; α1, α2) = α1(1 − exp(
−h

α2
)), (6)

where α1 is related to the variance of the spectrum mea-
surements, and α2 scales the correlation distance of the
model. These parameters can be obtained from the estimated
semivariogram via least squares estimator.

Second, the DBA estimates the residue RSS at location
xj at which candidate measurement R′

j was taken using the
empirical semivarogram model γ̂(·). Specifically, the DBA
predicts the residue RSS at location xj as a linear combination
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of the trusted residual measurements {R′
i|i ∈ Θt} given by

Ŝ(xj) =
∑
i∈Θt

wi · Si, (7)

where
∑

i∈Θt
wi = 1 are normalized weights. The estimation

error is given by

ε(xj) = Ŝ(xj) − S(xj)
= (w1, . . . , w|Θt|,−1) · (S1, . . . , S|Θt|, S(xj)), (8)

where S(xj) is the true RSS residue at xj that may be different
from the reported residue Sj . It is easy to see that the above
estimator is unbiased as

E[ε(xj)] =
∑
i∈Θt

wiE[Si] − E[S(xj)]

=
∑
i∈Θt

wiE[S(xi)] − E[S(xj)]

=
∑
i∈Θt

wiμ − μ

= 0. (9)

Let hi,k = ||xi−xk|| for all i, k ∈ Θt and hi,j = ||xi−xj || for
all i ∈ Θt, j ∈ Θm. Since minimizing the prediction variance
of an unbiased predictor is equivalent to minimizing the mean
squared error, we have

Var[ε(xj)] = E[(Ŝ(xj) − S(xj))2]

=
∑
i∈Θt

∑
k∈Θt

wiwkE[S(xi)S(xk)]

− 2
∑
i∈Θt

wiE[S(xi)S(xj)] + E[(S(xj))2]

=−1
2

∑
i∈Θt

∑
k∈Θt

wiwkE[(S(xi) − S(xk))2]

+
∑
i∈Θt

wiE[(S(xi) − S(xj))2]

=−
∑
i∈Θt

∑
k∈Θt

wiwk γ̂(hi,k)+2
∑
i∈Θt

wiγ̂(hi,j) (10)

To find the optimal weights {wi}i∈Θt , the DBA solves the
following optimization problem

mininize −
∑
i∈Θt

∑
k∈Θt

wiwkγ̂(hi,k) + 2
∑
i∈Θt

wiγ̂(hi,j),

subject to
∑
i∈Θt

wi = 1. (11)

The Lagrangian associated with the optimization problem is
given by

L(w, ν) = −
∑
i∈Θt

∑
k∈Θt

wiwkγ̂(hi,k) + 2
∑
i∈Θt

wiγ̂(hi,j)

+ ν(
∑
i∈Θt

wi − 1), (12)

where ν is the Lagrange multiplier. Taking the partial deriva-
tives of L(w, ν) with respect to the {wi}i∈Θt and ν, we can
obtain ⎧⎪⎨

⎪⎩

∂L
∂wi

= 0, ∀i ∈ Θt,

∂L
∂ν

= 0.

The solution to the above optimization problem is given by
⎛
⎜⎜⎜⎝

w1

...
w|Θt|

ν

⎞
⎟⎟⎟⎠=

⎛
⎜⎜⎜⎝

γ(h1,1) . . . γ(h1,|Θt|) 1
...

. . .
...

...
γ(h|Θt|,1) . . . γ(h|Θt|,|Θt|) 1

1 . . . 1 0

⎞
⎟⎟⎟⎠

−1⎛
⎜⎜⎜⎝

γ(h1,j)
...

γ(h|Θt|,j)
1

⎞
⎟⎟⎟⎠,

(13)

where ν is a Lagrange multiplier used in the minimization to
honor the unbiasedness condition.

Under the optimized weights given in Eq. (13), the dif-
ference between the reported RSS value Sj and predicted
RSS value Sj is given by |

∑
i∈Θt

wiSi − Sj |. Intuitively,
the smaller the difference, the better measurement R′

j fits
with other trusted measurements {R′

i|i ∈ Θt}, and vice versa.
Let εmax be the maximum estimation error, which we set to
be the maximum detrended RSS among all anchor sensors,
i.e., max{Sj|j ∈ Θa}. We define the spatial trust score of the
measurement Rj (or corresponding detrended measurement
R′

j) as

T s
j =

|
∑

i∈Θt
wiSi − Sj |

εmax
, (14)

where {wi}i∈Θt is given in Eq. (13).
Temporal Trust Score: Unlike spatial trust score that con-

siders a measurement’s spatial fitness with other trusted
measurements, the temporal trust score of a candidate mea-
surement captures the mobile sensor’s long-term behavior.
As a mobile sensor participates in spectrum sensing in many
epochs, its past performance can provide strong indication
for the quality of spectrum measurement it submits in the
current epoch. Recall that the DBA gradually incorporates
candidate spectrum measurements into trusted measurement
sets to construct the REM in each epoch. Intuitively, the earlier
a measurement is added into the trusted measurement set,
the better the measurement fits with existing trusted measure-
ments, the higher quality of the measurement, and vice versa.

Based on the above intuition, the DBA maintains a temporal
trust score T t

j for each mobile sensor j ∈ Θm, where
0 ≤ T t

j ≤ 1. When each mobile sensor j first joins the
system, the DBA assigns an initial temporal score T t

j = η,
as the DBA does not know whether or not its first mea-
surement would be added to the trusted measurement set
when iterative measurement selection terminates. At the end
of each subsequent epoch, the DBA updates T t

j based on the
quality of measurement he submits. Consider epoch l as an
example. Assume that measurement Rj from sensor j is the
rj th measurement moved from the candidate measurement
set to the trusted measurement set, where we postulate that
rj = |Θm| if measurement Rj is discarded in the end. The
DBA updates mobile sensor j’s temporal trust score as

T t
j = αT t

j + (1 − α)
rj

|Θm| , (15)

where α ∈ [0, 1] is a system parameter that controls how fast
past performance is forgotten.

Overall Trust Score: The overall trust score of a candidate
measurement is a linear combination of the corresponding spa-
tial trust score and temporal trust score. Specifically, we define
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the trust score Tj of candidate measurement R′
j as

Tj = ωT s
j + (1 − ω)T t

j , (16)

where ω ∈ [0, 1] is another system parameter indicating the
weight given to the spatial trust score.

4) Final REM Construction: After the above process ter-
minates, the DBA constructs a final REM using the trusted
measurements {R′

j |j ∈ Θt}. In particular, the DBA refits
the empirical semivarogram model using {R′

j|j ∈ Θt} as in
the evaluation of spatial trust scores. For every cell center
xc, c ∈ {1, . . . , N}, the DBA predicts it residue RSS Ŝ(xc)
using Eq. (13) and outputs its estimated RSS as

Ẑ(xc) = Ŝ(xc) + P (xc), (17)

where P (xc) is the predicted RSS at location xc given in
Eq. (3).

D. Discussion

Terminal Condition: As mentioned before, the DBA ter-
minates the process if the ratio between the number of the
trusted measurements and the total number of measurements
reaches a predetermined threshold η. This terminal condition
assumes that the ratio of false measurements is small, and
the DBA intends to defend against up to 1 − η ratio of false
measurements.

There are another two possible terminal conditions with
each corresponding to a different assumption about the
attacker. First, the iterative measurement selection process
may terminate when the number of trusted measurements
reaches a predefined threshold, i.e.|Θt| ≥ η2, where η2 ∈
[|Θa|, |Θa

⋃
Θm|] is a system parameter. This terminal con-

dition assumes that there are sufficient good measurements,
while the ratio of the number of false measurements over
the total number of measurements could be potentially large.
Using this terminal condition, the DBA intends to construct an
REM with sufficiently high accuracy with just enough trusted
measurements even if there are additional good measurements
that can be explored. Second, the iterative measurement selec-
tion process may terminate when no remaining candidate
measurement has a trust score exceeding η3, where η3 ∈ [0, 1]
is a system parameter. This terminal condition assumes that
false measurements exhibit high inconsistency in comparison
with trusted measurements, i.e., with large Tj . Note that under
this terminal condition, the last iteration may add fewer than
q candidate sensors to the trust sensor set.

Computation Complexity: We now analyze the computa-
tional complexity of the proposed ST-REM. In comparison
with constructing an REM using the standard OK, ST-REM
involves an additional iterative measurement selection pro-
cedure. The computational complexity of each iteration is
dominated by computing the estimated RSS at each of the
|Θc| candidate measurement locations according to Eq (2).
Assuming that the Gauss–Jordan elimination is used for matrix
inversion, computing each estimated RSS has a computation
complexity of O(|Θt|3). Since there are at most |Θc|/q
iterations with each involving computing |Θc| estimated RSS.
Let Θ = Θa

⋃
Θm. Since |Θt| < |Θ| and |Θc| < |Θ| for

Fig. 2. The locations of measurements and the PU in cu/wimax dataset.

every iteration, the overall computation complexity introduced
by ST-REM over the standard OK is upper-bounded by
O(|Θ|4/q).

V. PERFORMANCE EVALUATION

In this section, we firstly introduce the spectrum measure-
ment dataset used for evaluation and the detrending procedure
that we use. We then report our simulation results.

A. Dataset

We use the CRAWDAD cu/wimax dataset [51] for
the simulation studies, which was also used in [18]. The
cu/wimax dataset was collected at the University of Col-
orado Boulder (UC) and contains the Carrier to Interference
plus Noise Ratio (CINR) measurements of the WiMax network
consisting of 5 base stations serving the UC campus taken
by a portable spectrum analyzer. The measurements were
taken on a 100m equalateral triangular lattice and additional
measurements taken at random and optimized points. In our
simulation studies, we choose the measurements for channel
308 and BSID 3674210305, which includes 145 measurements
at different locations. Fig. 2 shows the locations of the
measurements and the PU.

B. Measurement Detrending

We follow the detrending procedure in [18] to remove the
potential source of non-linear trend from the measurements.
Specifically, for each CINR measurement Zcinr(x) at loca-
tion x, we first convert it into the corresponding path loss
value by computing

Zpl(x) = T + Gtx − N − Zcinr(x), (18)

where T = 40 dBm is the PU’s transmission power, Gtx =
10 dB is the receiver antenna gain, and N = −95 dBm is the
constant noise floor value. Second, we compute the predicted
pass loss using an empirical log-distance path loss model as

P (x) = α10 log10(d) + 20 log10(f) + 32.45 + ε, (19)

where d is the distance between x and the PU, f = 2578 MHz
is the PU’s transmitting frequency, 32.45 (dB) represents the
free-space path loss, α = 1.22 and ε = 28.81 dB are
the path loss exponent and the offset obtained by fitting the
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Fig. 3. Exemplary REMs constructed by TMO, AM, ABFM, and ST–REM with 10 trusted and 20 false measurements.

TABLE I

DEFAULT SIMULATION SETTINGS

measurements, respectively. The detrended measurement is
then given by

S(x) = Zpl(x) − P (x), (20)

where P (x) is given by Eq. (19).

C. Simulation Settings

We divide the 145 measurements into two sets: a testing
set Rt with 100 measurements and a validating set Rv with
45 measurements as the ground truth. From the 100 test-
ing measurements, we randomly choose 10 measurements as
trusted ones and another 20 measurements as the false ones.
Moreover, we say a false measurement Ri has an attack
strength T (dB) if it reports a Zi + T where Zi is the true
measurement [23]. Table I summarizes our default simulation
settings unless mentioned otherwise.

We primarily use Mean Absolute Error (MAE) to evaluate
the performance of ST–REM. In particular, for each mea-
surement Ri ∈ Rv, let Zi and Ẑi be the reported RSS and
estimated RSS, respectively. The MAE is defined as

MAE =

∑
Ri∈Rv

|Zi − Ẑi|
|Rv|

. (21)

Since ST–REM is the first solution for secure REM con-
struction against false spectrum measurements, we compare
its performance with the following three strategies.

• Trusted measurements only (TMO): the DBA constructs
the REM using the measurements submitted by anchor
sensors only.

• All measurements (AM): the DBA constructs the REM
constructed using all measurements, including false ones.

• All but false measurements (ABFM): the DBA constructs
the REM constructed using all the measurements except
for the false ones. Note that since the DBA does not know
which measurements are false in reality, the accuracy
achieved under ABFM can be viewed as the upper bound
of any mechanism that can achieve.

D. Simulation Results

We now report the simulation results for comparison of
TMO, AM, ABFM, and ST–REM.

1) Exemplary REMs Constructed by TMO, AM, ABFM, and
ST–REM: Fig. 3 shows four exemplary REMs constructed by
ABFM, TMO, AM, and ST–REM, respectively, where attack
strength T is 5 dB. For each REM, we first estimate the
path loss value at the center of every cell in the region and
then convert the predicted path loss value back into RSS by
computing

Ẑ(x) = T + Gtx − (Ŝ(x) + P (x)).

Fig. 3a shows the REM constructed by ABFM using all the
good measurements, which can serve as the baseline for the
other three mechanisms. Generally speaking, the closer the
REM to the one constructed by ABFM, the more resilient
the mechanism against false spectrum measurements. Fig. 3b
shows the REM constructed by TMO using only the 10 known
trusted measurements from anchor sensors, which is very
coarse and different from the REM constructed by ABFM.
On the other hand, Fig. 3c shows that the REM constructed
by AM using all the measurements is highly distorted by
the 20 false measurements, which highlights the detrimental
impact of even a small number of false measurements. Finally,
Fig. 3d shows the REM constructed by ST–REM. As we can
see, the REM is very close to the REM constructed by ABFM
shown in Fig. 3a, indicating the high resilience of ST–REM to
false measurements. These exemplary REMs demonstrate that
the significant advantage of ST–REM over TMO and AM.

2) Impact of Attack Strength T : Fig. 4 show the MAEs
under ABFM, TMO, AM, and ST–REM with the attack
strength T varying from 0 dB to 30 dB. The MAEs under
TMO and ABFM are not affected by the change in the attack
strength and are plotted for reference only. As we can see,
the MAE under ABFM is approximately 2.67 dB, which can
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Fig. 4. MAE vs. attack strength.

Fig. 5. MAE vs. # of false measurements.

be considered as the lower bound of the MAE of the REM con-
structed using Ordinary Kriging and coincides with the results
obtained in the recent measurement study [17]. In addition,
the MAE under TMO is around 4.86 dB, which again shows
that the REM constructed from only a small number of trusted
measurements is highly inaccurate. Moreover, the MAE under
AM increases nearly linearly as the attack strength increases.
In contrast, the MAE of ST–REM is very close to that of
ABFM, which shows that ST–REM can effectively filter out
false measurements and demonstrates its resilience against the
change in attack strength.

3) Impact of the Number of False Measurements: Fig. 5
shows the MAEs under ABFM, TMO, AM, and ST–REM
with the number of false measurements varying from 0 to 50,
where the MAE under TMO stays at 4.86 dB and is plotted for
reference only. We can see that the MAE under AM is the same
as that under ABFM when there is no false measurement and
increases nearly linearly as the number of false measurements
increases. This is anticipated, as the adverse impact of false
measurements on the MAE grows as the number of false
measurements increases. On the other hand, the MAE under
ABFM slightly increases as the number of false measurements
increases, which is caused by the corresponding decrease in
the number of good measurements. In addition, the MAE
under ST–REM initially declines as the number of false
measurements increases. The reason for the initial decline is
that ST–REM may terminate too early when there are only
few false measurements, i.e., some good measurements are
excluded from being used to improve the accuracy of the
REM. As the number of false measurements approaches 20,
fewer good measurements are discarded, and the MAE under
ST–REM approaches that under ABFM. As the number of
false measurements further increases from 20, the MAE under

Fig. 6. MAE vs. # of trust measurements.

ST–REM deteriorates but is still much lower than that under
AM. This is also expected, as ST–REM would include some
false measurements in the final REM under such situations.

4) Impact of the Number of Trusted Measurements: Fig. 6
compares the MAEs under ABFM, AM, and ST–REM with
the number of trusted measurements, i.e., anchor sensors,
varying from 10 to 80, where the MAEs under AM and
ABFM are not affected and are plotted for reference only.
As we can see, the MAEs under AM and ABFM are 3.38 dB
and 2.67 dB, respectively. In addition, the MAE under TMO
decreases from 4.86 dB to 2.67 dB as the number of trusted
measurements increases from 10 to 80. This is anticipated,
as the more good measurements, the higher the accuracy
of the resulting REM, and vice versa. Moreover, while we
can see that the MAE under ST–REM decreases as the
number of trusted measurements increases, the gain resulted
from the additional trusted measurements is quite small. For
example, the MAE under ST–REM is 2.76 dB with 10 trusted
measurements and decreases to 2.73 dB with 10 additional
trusted measurements. These results show that ST–REM only
requires a small number of trusted measurements to produce
an REM with high accuracy.

5) Impact of Step Length q: Fig. 7 shows the MAEs under
ST–REM with the step length q varying from 2 to 20, where
the MAEs under AM, TMO and ABFM are not affected by the
change in the step length and are plotted for reference only.
As we can see, the MAE under ST–REM slightly increases
as the step length increases. The reason is that the initial
REM constructed from the measurements submitted by anchor
sensors is quite coarse, and using the initial REM to estimate
the trustworthiness of other measurements and add too many
other measurements at once may have some false measurement
included. This would lead to higher MAE of the final REM.
As the step length further increases from 15 to 20, the MAE of
the final REM slightly fluctuates. Overall, the change in step
length has very limited impact on the accuracy of resulting
REMs under the default settings.

6) Impact of Anchor Sensor Placement: We also evaluate
the impact of anchor sensors’ placement. Specifically, we con-
sider the following four strategies for placing anchor sensors.

• 1/4–Grid–Random: Divide the whole area into four
square grids of equal size and randomly select 2 or
3 measurements in each grid to form the 10 trusted
measurements.
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Fig. 7. MAE vs. step length q.

Fig. 8. MAE vs. anchor sensor placement.

Fig. 9. CDF of MAE under SSO.

• Random: Randomly select 10 measurements in the whole
area as the trusted measurements.

• Random-500m: Randomly select 10 measure-
ments within 500 meters of the PU as the
trusted measurements.

• Random-300m: Randomly select 10 measurements
within 300 meters of the PU as the trusted measurements.

Generally speaking, anchor sensors are distributed most evenly
under 1/4-Grid-Random, followed by Random, Random-
500m, and Random-300m.

Fig. 8 compares the MAEs under the four anchor sensor
placement strategies for ST–REM. The median MAEs under
1/4-Grid-Random, Random, Random-500m, and Random-
300m over 100 runs are 2.79 dB, 2.82 dB, 2.94 dB, and
2.97 dB, respectively. Generally speaking, the more unevenly
anchor sensors are distributed, the higher the MAE, and vice
versa. However, the difference among the four placement
strategies are relatively small. Given the limited size of our
dataset, we leave further investigation of the optimal anchor
sensor placement as our future work.

Fig. 10. CDF of MAE under TSO in 5th epoch.

7) Comparison of SSO, TSO, and ST–REM: Since ST–REM
relies on both spatial and temporal trust scores to rank and
select candidate measurements, we also compare it with the
following two variants to better understand their effectiveness.

• Spatial trust score only (SSO): The spatial trust score
in ST–REM is given an weight of one, i.e., ω = 1 in
Eq. (16).

• Temporal trust score only (TSO): The spatial trust score
in ST–REM is given zero weight, i.e., ω = 0 in Eq. (16).

Fig. 9 shows the Cumulative Distribution Functions (CDFs)
of the MAEs under SSO under different attack strengths
across 100 runs, where the CDF of the MAE under ABFM
is plotted for reference. As we can see, the MAE under SSO
decreases as the attack strength increases. In particular, when
the attack strength is 15 dB, 94% of MAEs are higher than
3 dB. In contrast, when the attack strength is 10 dB and
5 dB, the percentage drops to 87% and 31%, respectively.
This is due to the fact that when the attack strength is small,
e.g. 5 dB, the differences between false measurements and
good measurements are quite small, making it difficult to
differentiate them and resulting in a relatively high MAE.
It also indicates that SSO is most effective if the attack strength
is large.

Fig. 10 shows the CDFs of the MAEs under TSO under dif-
ferent attack strengths, where the CDF under ABFM is plotted
for reference only. We can see that when the attack strength
keeps 5dB in previous four epochs, the MAE under TSO in the
fifth epoch is much higher than that under ABFM. In contrast,
when the attack strength is 15dB in previous four epochs,
the CDF of the MAEs under TSO matches closely with that
of ABFM in the fifth epoch. This is anticipated, because the
larger the attack strength, the later a false measurement is
added into the trusted measurement set, the higher temporal
trust score of the false measurement, and vice versa. It is thus
easier for TSO to differentiate false measurements from good
ones when the attack strength is high.

8) Impact of Sudden Change in Attack Strength: To evaluate
the effectiveness of spatial and temporal trust scores in filtering
out false measurements in the presence of sudden change in
the attack strength, we further consider the following two
exemplary attack strategies.

• Attack Strategy 1-sudden decrease in the attack strength:
The attacker chooses an attack strength of 15dB in the
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Fig. 11. CDF of MAE under Attack Strategy 1.

Fig. 12. CDF of MAE under Attack Strategy 2.

first four epochs and changes the attack strength to 5 dB
in the fifth epoch.

• Attack Strategy 2-sudden increase in the attack strength:
The attacker chooses an attack strength of 5dB in the first
four epochs and changes the attack strength to 15 dB in
the fifth epoch.

Fig. 11 shows the CDFs of MAEs in the fifth epoch under
ST-REM, SSO, TSO, and ABFM under Attack Strategy 1,
where the CDF of the MAE under ABFM is plotted for
reference only. We can see that the MAE under ST-REM is
very close to that under TSO and much lower than that under
SSO. In particular, the CDF of MAEs under ST-REM and TSO
are close to the one under ABFM, while the CDF of the MAEs
under of SSO is quite far from that under ABFM. In addition,
the CDF of the MAEs under TSO overlaps with the one under
ABFM. The reason is that as the attack strength in the previous
epoch is relatively high, e.g., 15 dB, false measurements
are easier to be filtered out by SSO and ST-REM, which
result in lower temporal trust scores for false measurements
in the current epoch. In contrast, since the attack strength is
relatively small, i.e., 5 dB, in the current epoch, the spatial
trust score of false measurements are relatively small, making
it difficult to filter out false measurements by SSO, leading to a
higher MAE under SSO. Although SSO alone is less effective
under Attack Strategy 1, ST-REM is still able to differentiate
false measurements from good ones by jointly considering the
temporal trust scores of the measurements.

Fig. 12 shows the CDFs of the MAEs under ST-REM,
SSO, TSO, and ABFM under Attack Strategy 2, where the
CDF of the MAE under ABFM is again plotted for reference.
We can see that ST-REM outperforms TSO, but it is less
effective than SSO. The reason is that under Attack Strategy 2,
the attack strength in each previous epoch is 5dB, which is

Fig. 13. MAE under gradually ascending attack strength.

too small to always assign high temporal trust scores for false
measurements. Thus, the CDF of MAEs under TSO is far
from the CDF of MAEs under ABFM. In contrast, since the
attack strength in current epoch is 15dB, which is large enough
to filter out false measurements correctly, the CDF of MAEs
under SSO is very close to the ideal case. In this circumstance,
although the temporal trust score is not reliable, ST-REM is
also powerful to exclude false measurements with the benefit
of spatial trust score.

These results indicate that SSO is most effective in filtering
out false measurements when the attack strength is high in the
current epoch, while TSO can differentiate false measurements
from good ones as long as the attack strength is high enough
in previous epochs. By jointly considering the spatial and
temporal trust scores, ST-REM can effectively filter out false
measurements as long as the attacker chooses a high attack
strength in any epoch.

9) Impact of Dynamic Attack Strength: We also evaluate
the impact of dynamic attack strength by considering grad-
ually ascending attack strength, gradually descending attack
strength, and static attack strength.

Fig. 13 shows the MAE under ST-TEM with the attack
strength gradually increased from 0 by 2 dB in each epoch
for 15 epochs and different ωs, where the MAEs under
ABFM is plotted for reference. We can see that the MAE
under ST-REM initially increases and then gradually decreases
until reaching the MAE under ABFM under all weight ωs.
In addition, the higher the weight ω, the earlier the MAE under
ST-REM starts to decrease and thus the earlier converge to that
under ABFM. The reason is that when the attack strength is
small, e.g., 2 dB in the second epoch, false measurements
are very similar to good ones, and ST-REM is unable to
filter out all false measurements. As the attack strength further
increases, while false measurements become easier to filter out
by ST-REM, some false measurements are still deemed trusted
by ST-REM, and their overall impact on the MAE increases
due to higher attack strength. As the attack strength keeps
increasing, more and more false measurements are detected
by ST-REM and excluded from the final REM, resulting in
the overall decrease in the MAE under ST-REM. In addition,
we can see that the higher the weight ω, the earlier the MAE
starts to decrease, and vice versa. This is because spatial trust
score is more effective than temporal trust score in filtering
out false measurements with increasing attack strength.
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Fig. 14. MAE under gradually descending attack strength.

Fig. 15. Temporal trust scores multiple epochs under equal attack strategies.

Fig. 13 shows the MAE under ST-TEM with the attack
strength gradually decreased from 30 dB by 2 dB in each
epoch for 15 epochs and different ωs, where again the MAEs
under ABFM is plotted for reference. We can see that the
MAE under ST-REM is the same as that under ABFM
for the first eight epochs for all ωs. This is because false
measurements with large attack strength, e.g., 16 dB in the
eighth epoch, are very different from good ones and can be
easily filtered out by ST-REM. As the attack strength further
decreases, the MAE under ST-TEM first increases and then
decreases under different ωs. The reason is that as the attack
strength becomes smaller, some false measurements will be
deemed trusted under ST-REM, leading to the increase in the
MAE. As the attack strength keeps decreasing, while more
false measurements will be added to the trusted measurement
set under ST-REM, their accumulative impact on the MAE
becomes smaller. Moreover, we can see that the higher the
weight ω, the larger the maximum MAE the attacker can
achieve over the 16 epochs. This is because the spatial trust
score alone is less effective in filtering out false measurements
with small attack strengths and the smaller the weight given
temporal trust score, the less likely a false measurement can
be filtered out by ST-REM.

Fig. 15 shows the average temporal trust score of good and
false measurements over 15 epochs, where the attack strength
stays at 5 dB, 10 dB, and 15 dB for all epochs. We can see
that the average temporal trust score of good measurements
decreases rapidly in the first few epochs and then remains
stable thereafter. In contrast, the average temporal trust score
of false measurements increases in the first few epochs and
becomes stable in the following epochs. The reason that the
average temporal trust scores of good and false measurements
change slower in later epochs is as follows. In the first epoch,

Fig. 16. MAE vs. weight ω.

Fig. 17. Running time vs. q.

all the measurements are assigned the same initial temporal
score η, and whether a measurement is added to the trusted
measurement set depends solely on its spatial trust score. The
order in which the measurements are added to the trusted
measurement set results in the update of their temporal trust
scores. In each subsequent epoch, false measurements with
higher temporal trust scores will have higher overall trust
scores and be added to the trusted measurement set even later
than in the previous epoch, if ever. This process leads to the
continuous decrease in the average temporal trust score of
good measurements and the continuous increase in that of false
ones. Finally, the larger the attack strength, the larger the gap
between the average temporal trust scores of good and false
measurements, and vice versa, which is expected.

10) Impact of the Weight ω: Fig. 16 shows the MAE of
ST-REM with the weight of spatial score ω varying from
0 to 1, where the MAEs under TSO (ω = 0 ) and SSO (ω = 1)
are plotted for reference. Here we assume that the attack
strength in current epoch is 5 dB and that in the previous three
epochs is 5 dB, 10 dB and 15 dB, respectively. We can see that
as ω increases from 0 to 0.1, the MAE under ST-REM first
decreases sharply from 3.34 dB under TSO to 3.14 dB, 2.71 dB
and 2.67 dB when attack strength in previous epoch is 5 dB,
10 dB and 15 dB, respectively. As ω further increases from
0.1 to 1, the MAE under ST-RE gradually increases to 3.14 dB
achieved by SSO under all three attack strengths in previous
epochs. This result shows that there is always an optimal
weight ω assignment under which ST-REM outperforms both
SSO and TSO.

11) Running Time: Fig. 17 shows the running time of
ST-REM with the step length q varying varying from 1 to
20. As we can see, the running time decreases as q increases,
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which is anticipated. As discussed in Section IV.D, the com-
putation complexity of the iterative measurement selection is
inversely proportional to q. Moreover, the running time is
less than 0.2 s when q is above five, which is very practical.
In addition, recall from Fig. 7 that the change in step length
has limited impact on the accuracy of the final REM, thus a
relatively large q can be selected in reality.

VI. CONCLUSION

In this paper, we have introduced the design and evalua-
tion of ST-REM, a novel spatiotemporal approach for secure
crowdsourced REM construction in the presence of false
spectrum measurements. Inspired by self-labeled techniques,
ST-REM constructs an REM using a small number of trusted
measurements and gradually incorporating measurements from
mobile sensors that are deemed most trustworthy by jointly
considering each measurement’s spatial fitness of trusted mea-
surements and the long-term behavior of the mobile sensor.
Extensive simulation studies using a real spectrum measure-
ment dataset confirm that ST-REM can produce an REM with
sufficient accuracy in the presence of false measurements.

REFERENCES

[1] Y. Hu and R. Zhang, “Secure crowdsourced radio environment map
construction,” in Proc. ICNP, Oct. 2017, pp. 1–10.

[2] D. Gurney, G. Buchwald, L. Ecklund, S. L. Kuffner, and J. Grosspietsch,
“Geo-location database techniques for incumbent protection in the TV
white space,” in Proc. 3rd DySPAN, Oct. 2008, pp. 1–9.

[3] R. Murty, R. Chandra, T. Moscibroda, and P. Bahl, “SenseLess:
A database-driven white spaces network,” IEEE Trans. Mobile Comput.,
vol. 11, no. 2, pp. 189–203, Feb. 2012.

[4] Y. Zhao, B. Le, and J. H. Reed, “Network support: The radio
environment map,” in Cognitive Radio Technology, B. A. Fette, Ed.
Oxford, U.K.: Newnes, 2006, ch. 11, pp. 337–363. [Online]. Available:
https://www.elsevier.com/books/cognitive-radio-technology/fette/978-0-
7506-7952-7

[5] Y. Zhao, L. Morales, J. Gaeddert, K. K. Bae, J.-S. Um, and J. H. Reed,
“Applying radio environment maps to cognitive wireless regional area
networks,” in Proc. DySPAN, Apr. 2007, pp. 115–118.

[6] H. Yilmaz, T. Tugcu, F. Alagöz, and S. Bayhan, “Radio environment
map as enabler for practical cognitive radio networks,” IEEE Commun.
Mag., vol. 51, no. 12, pp. 162–169, Dec. 2013.

[7] T. Zhang and S. Banerjee, “Inaccurate spectrum databases? Public transit
to its rescue!” in Proc. HotNets, 2013, pp. 6:1–6:7.

[8] T. Zhang, N. Leng, and S. Banerjee, “A vehicle-based measurement
framework for enhancing whitespace spectrum databases,” in Proc. ACM
MobiCom, 2014, pp. 17–28.

[9] O. Fatemieh, R. Chandra, and C. A. Gunter, “Secure collaborative
sensing for crowd sourcing spectrum data in white space networks,”
in Proc. DySPAN, Apr. 2010, pp. 1–12.

[10] O. Fatemieh, M. LeMay, and C. A. Gunter, “Reliable telemetry in white
spaces using remote attestation,” in Proc. ACSAC, 2011, pp. 323–332.

[11] O. Fatemieh, A. Farhadi, R. Chandra, and C. A. Gunter, “Using
classification to protect the integrity of spectrum measurements in
white space networks,” in Proc. NDSS, 2011. [Online]. Available:
https://dblp.org/db/conf/ndss/ndss2012.html

[12] A. W. Min, X. Zhang, and K. G. Shin, “Detection of small-scale primary
users in cognitive radio networks,” IEEE J. Sel. Areas Commun., vol. 29,
no. 2, pp. 349–361, Feb. 2011.

[13] A. Nika, Z. Zhang, X. Zhou, B. Y. Zhao, and H. Zheng, “Towards
commoditized real-time spectrum monitoring,” in Proc. HotWireless,
2014, pp. 25–30.

[14] R. Calvo-Palomino, D. Pfammatter, D. Giustiniano, and V. Lenders,
“A low-cost sensor platform for large-scale wideband spectrum mon-
itoring,” in Proc. ACM/IEEE IPSN, 2015, pp. 396–397.

[15] D. Pfammatter, D. Giustiniano, and V. Lenders, “A software-defined
sensor architecture for large-scale wideband spectrum monitoring,” in
Proc. ACM/IEEE IPSN, 2015, pp. 71–82.

[16] A. B. H. Alaya-Feki, S. B. Jemaa, B. Sayrac, P. Houze, and E. Moulines,
“Informed spectrum usage in cognitive radio networks: Interference
cartography,” in Proc. PIMRC, Sep. 2008, pp. 1–5.

[17] A. Achtzehn, J. Riihijarvi, G. M. Vargas, M. Petrova, and
P. Mahonen, “Improving coverage prediction for primary multi-
transmitter networks operating in the TV whitespaces,” in Proc. SECON,
Jun. 2012, pp. 623–631.

[18] C. Phillips, M. Ton, D. Sicker, and D. Grunwald, “Practical radio envi-
ronment mapping with geostatistics,” in Proc. IEEE DYSPAN, Oct. 2012,
pp. 422–433.

[19] X. Ying, C. Wook Kim, and S. Roy, “Revisiting TV coverage estimation
with measurement-based statistical interpolation,” in Proc. COMSNETS,
Jan. 2015, pp. 1–8.

[20] X. Ying, S. Roy, and R. Poovendran, “Incentivizing crowdsourcing for
radio environment mapping with statistical interpolation,” in Proc. IEEE
DySPAN, Sep. 2015, pp. 365–374.

[21] X. Liu, F. Chen, and C.-T. Lu, “Robust prediction and outlier detection
for spatial datasets,” in Proc. IEEE ICDM, Dec. 2012, pp. 469–478.

[22] R. Chen, J.-M. Park, and K. Bian, “Robust distributed spectrum sensing
in cognitive radio networks,” in Proc. IEEE INFOCOM, Apr. 2008,
pp. 1876–1884.

[23] A. W. Min, K. G. Shin, and X. Hu, “Attack-tolerant distributed sensing
for dynamic spectrum access networks,” in Proc. IEEE ICNP, Oct. 2009,
pp. 294–303.

[24] H. Li and Z. Han, “Catch me if you can: An abnormality detection
approach for collaborative spectrum sensing in cognitive radio net-
works,” IEEE Trans. Wireless Commun., vol. 9, no. 11, pp. 3554–3565,
Nov. 2010.

[25] K. Zeng, P. Pawelczak, and D. Cabric, “Reputation-based cooperative
spectrum sensing with trusted nodes assistance,” IEEE Commun. Lett.,
vol. 14, no. 3, pp. 226–228, Mar. 2010.

[26] S. Choi and K. G. Shin, “Secure cooperative spectrum sensing in
cognitive radio networks using interference signatures,” in Proc. IEEE
CNS, Oct. 2013, pp. 19–27.

[27] R. Zhang, J. Zhang, Y. Zhang, and C. Zhang, “Secure crowdsourcing-
based cooperative spectrum sensing,” in Proc. IEEE INFOCOM,
Apr. 2013, pp. 2526–2534.

[28] I. Triguero, S. García, and F. Herrera, “Self-labeled techniques for semi-
supervised learning: Taxonomy, software and empirical study,” Knowl.
Inf. Syst., vol. 42, no. 2, pp. 245–284, Feb. 2015.

[29] M. Pesko, T. Javornik, A. Košir, M. Štular, and M. Mohorčič, “Radio
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