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ABSTRACT

Bitcoin is a decentralized payment system that relies on Proof-of-
Work (PoW) to verify payments. Nowadays, Bitcoin is increas-
ingly used in a number of fast payment scenarios, where the time
between the exchange of currency and goods is short (in the order
of few seconds). While the Bitcoin payment verification scheme is
designed to prevent double-spending, our results show that the sys-
tem requires tens of minutes to verify a transaction and is therefore
inappropriate for fast payments. An example of this use of Bitcoin
was recently reported in the media: Bitcoins were used as a form
of fast payment in a local fast-food restaurant.

Until now, the security of fast Bitcoin payments has not been
studied. In this paper, we analyze the security of using Bitcoin
for fast payments. We show that, unless appropriate detection tech-
niques are integrated in the current Bitcoin implementation, double-
spending attacks on fast payments succeed with overwhelming prob-
ability and can be mounted at low cost. We further show that the
measures recommended by Bitcoin developers for the use of Bit-
coin in fast payments are not always effective in detecting double-
spending; we show that if those recommendations are integrated
in future Bitcoin implementations, double-spending attacks on Bit-
coin will still be possible. Finally, we propose and implement a
modification to the existing Bitcoin implementation that ensures
the detection of double-spending attacks against fast payments.

Categories and Subject Descriptors

C.2.0 [Computer-Communication Networks]: General – Secu-
rity and protection.

General Terms

Security, Measurement, Experimentation.

Keywords

Bitcoin, Double-spending, Fast Payments, Countermeasures.
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1. INTRODUCTION
First introduced in 2008, Bitcoin [22] is an emerging digital

currency that has, as of September 2011, approximately 60,000
users [1]. Bitcoin is currently integrated across a number of busi-
nesses [2] and has several exchange markets (e.g., [3]). It is also
foreseen that Bitcoin ATMs will be deployed in locations around
the globe [4] in order to bridge the gap between digital currency
and cash.

Bitcoin is a Proof-of-Work (PoW) based currency that allows
users to generate digital coins by performing computations. Users
execute payments by digitally signing their transactions and are
prevented from double-spending their coins (i.e., signing-over the
same coin to two different users) through a distributed time-stamping
service [22]. This service operates on top of the Bitcoin Peer-to-
Peer (P2P) network that ensures that all transactions and their order
of execution are available to all Bitcoin users.

Nowadays, Bitcoin is increasingly used in a number of “fast pay-
ment” scenarios, where the exchange time between the currency
and goods is short. Examples include vending machine payments
and fast-food payments (recently featured in media reports on Bit-
coin [5]), where the payment is followed by fast (< 30 seconds)
delivery of goods. While the Bitcoin PoW-based time-stamping
mechanism is essential for the detection of double-spending attacks
(i.e, in which an adversary attempts to use some of her coins for two
or more payments), it requires tens of minutes to verify a transac-
tion and is therefore inappropriate for fast payments. Since Bitcoin
users are anonymous and users (are encouraged to) hold many ac-
counts, there is only limited value in verifying the payment after
the user has obtained the goods (and e.g., left the store) or ser-
vices (e.g., access to on-line content). The developers of Bitcoin
implicitly acknowledge the problem of verifying fast payments and
inform users that they do not need to wait for the payment to be ver-
ified as long as the transaction has been released in the network [6];
this, however, does not solve this problem but merely limits the
damage as the system still remains vulnerable to double-spending
attacks.

Until now, double-spending attacks on fast payments in Bitcoin
or mechanisms for their immediate detection and/or prevention have
not been studied. In this work, we analyze double-spending attacks
on fast Bitcoin payments in detail and we show that, unless appro-
priate detection techniques are integrated in current Bitcoin clients,
double-spending attacks on fast payments succeed with overwhelm-
ing probability and can be mounted against current Bitcoin clients
at low cost. We further show that the detection measures recom-
mended by Bitcoin developers are not always effective in detecting
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Hash: 000000000043a8c0fd1d6f726790caa2a406010d19efd2780db27bdbbd93baf6
Previous block: 00000000001937917bd2caba204bb1aa530ec1de9d0f6736e5d85d96da9c8bba
Next block: 00000000000036312a44ab7711afa46f475913fbd9727cf508ed4af3bc933d16
Time: 2010-09-16 05:03:47
Difficulty: 712.884864
Transactions: 2
Merkle root: 8fb300e3fdb6f30a4c67233b997f99fdd518b968b9a3fd65857bfe78b2600719
Nonce: 1462756097

Input/Previous Output Source & Amount Recipient & Amount

N/A Generation: 50 + 0 total fees Generation: 50 + 0 total fees
f5d8ee39a430...:0 1JBSCVF6VM6QjFZyTnbpLjoCJ...: 50 16ro3Jptwo4asSevZnsRX6vf..: 50

Table 1: Example Block of Bitcoin. The block contains 2 transactions, one of which awards the generator peer with 50 BTCs.

double-spending; we argue that even if those recommendations are
followed1, double-spending attacks on Bitcoin are still possible.

Given the increasing use of Bitcoin, the reliance on fast Bitcoin
payments is only expected to increase. We therefore argue that
the integration of effective techniques to detect double-spending
attacks against fast payments emerges as a necessity since these
attacks might severely impact the trustworthiness and economic
standing of Bitcoin. Leveraging our findings, we propose and im-
plement a modification to the current Bitcoin implementation that
ensures the detection of double-spending attacks against fast pay-
ments. Our modified client implementation is available for down-
load at [7].

More specifically, our contributions in this paper can be summa-
rized as follows:

- We measure and analyze the time required to confirm transac-
tions in Bitcoin. Our analysis shows that transaction confirmation
in Bitcoin can be modeled with a shifted geometric distribution
with an average transaction confirmation time of 10 minutes and
a standard deviation of approximately 15 minutes. We argue that
this hinders the reliance on transaction confirmation when deal-
ing with fast payment scenarios.

- We thoroughly analyze the conditions for performing successful
double-spending attacks against fast payments in Bitcoin. We
then present the first realization of double-spending attacks on
fast payments in Bitcoin using a handful of hosts located around
the globe2.

- We explore and evaluate empirically a number of solutions for
detecting double-spending attacks against fast payments in Bit-
coin. We show that the recommendations of Bitcoin developers
on how to detect double-spending in fast payment scenarios are
not always effective. Leveraging our results, we propose and im-
plement a modification to the existing Bitcoin implementation to
enable the detection of double-spending attacks.

The remainder of the paper is organized as follows. In Section 2,
we briefly describe Bitcoin. In Section 3, we review how Bitcoin
payments are processed. In Section 4, we analyze and evaluate
the security of fast payments with existing Bitcoin clients. We
then evaluate the security of possible measures to detect double-
spending against fast payments in Bitcoin. In Section 6, we overview
related work and we conclude the paper in Section 7.

1These techniques are still not integrated in the current Bitcoin im-
plementation.
2In our experiments, we solely used Bitcoin wallets and accounts
that we own; other Bitcoin users were not affected by our experi-
ments.

2. BACKGROUND ON BITCOIN
Bitcoin is a decentralized P2P payment system [22] that was in-

troduced in 2008. Electronic payments are performed by generat-
ing transactions that transfer Bitcoin coins (BTCs) among Bitcoin
peers. These peers are referenced in each transaction by means of
virtual pseudonyms—referred to as Bitcoin addresses. Generally,
each peer has hundreds of different Bitcoin addresses that are all
stored and managed by its (digital) wallet. Each address is mapped
through a transformation function to a unique public/private key
pair. These keys are used to transfer the ownership of BTCs among
addresses.

Peers transfer coins to each other by issuing a transaction. A
transaction is formed by digitally signing a hash of the previous
transaction where this coin was last spent along with the public key
of the future owner and incorporating this signature in the coin [22].
Any peer can verify the authenticity of a BTC by checking the chain
of signatures.

Transactions are included in Bitcoin blocks that are broadcasted
in the entire network. To prevent double-spending of the same
BTC, Bitcoin relies on a hash-based PoW scheme. More specif-
ically, to generate a block, Bitcoin peers must find a nonce value
that, when hashed with additional fields (i.e., the Merkle hash of
all valid and received transactions, the hash of the previous block,
and a timestamp), the result is below a given target value. If such
a nonce is found, peers then include it (as well as the additional
fields) in a new block thus allowing any entity to publicly verify
the PoW. Upon successfully generating a block, a peer is typically
granted 50 new BTCs. This provides an incentive for peers to con-
tinuously support Bitcoin. The resulting block is forwarded to all
peers in the network, who can then check its correctness by veri-
fying the hash computation. If the block is deemed to be “valid”3,
then the peers append it to their previously accepted blocks. Since
each block links to the previously generated block, the Bitcoin
block chain grows upon the generation of a new block in the net-
work. As an example, Table 1 depicts the information included
in Bitcoin block number 80,000 as reported in the Bitcoin block
explorer [8].

The main intuition behind Bitcoin is that for peers to double-
spend a given BTC, they would have to replace the transaction
where the BTC was spent and the corresponding block where it
appeared in, otherwise their misbehavior would be detected im-
mediately. This means that for malicious peers to double-spend a
BTC without being detected, they would not only have to redo all
the work required to compute the block where that BTC was spent,
but also recompute all the subsequent blocks in the chain. This

3That is, the block contains correctly formed transactions that have
not been previously spent, and has a correct PoW.
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Figure 1: Block generation times in Bitcoin. Assuming a (time)

bin size of 2 minutes, the block generation function can be fitted

to a shifted geometric distribution with p = 0.19. Refer to

Appendix A for further details.

ensures that the Bitcoin network can counter such misbehavior as
long as the fraction of honest peers in the network exceeds that of
malicious colluding peers [22].

Further details on Bitcoin can be found in [9, 10, 22]. In what
follows, we provide a summary (adapted from [22]) of the steps
that peers undergo in Bitcoin when a payment occurs.

• New transactions are broadcasted by peers in the network.

• When a new transaction is received by a peer, it checks whether
the transaction is correctly formed, and whether the BTCs
have been previously spent in a block in the block chain. If
the transaction is correct, it is stored locally in the memory

pool of peers until it is included in a valid block. In the paper,
we refer to a transaction that appears in the memory pools of
peers by a zero-confirmation transaction.

• Peers work on constructing a new block. If they find a nonce
that solves the PoW, they include all the transactions that ap-
pear in their memory pool within the newly-formed block.
Peers then broadcast the block in the network. Transaction
that are included in well-formed blocks are called “confirmed
transactions”. As the block chain grows, it becomes hard to
modify/double-spend confirmed Bitcoin transactions4.

• When peers receive a new block, they verify that the block
hash is valid and that every transaction included within the
block has not been previously spent. If the block verification
is successful, peers continue working towards constructing a
new block using the hash of the last accepted block in the
“previous block” field (cf. Table 1).

3. PAYMENTVERIFICATION INBITCOIN
Bitcoin is currently being used in both slow payments (e.g., de-

livery by post) and fast payment scenarios (i.e., where the exchange
between currencies and services happens simultaneously). In this
section, we review and analyze how Bitcoin transactions are pro-
cessed in these two scenarios.

4In current Bitcoin clients, a transaction has to receive 6 confirma-
tions before it is added to the user’s wallet.

3.1 Slow Payment Verification—Transaction
Confirmation

As described in Section 2, the most conventional and secure way
for a vendor V to accept a payment made by a customer C is to
wait until the transaction issued from C to V is confirmed in at least
one block before offering service to C. Note that the Bitcoin client
can inform V whether its transactions have been confirmed or not.
Since confirmed transactions are likely to be accepted by honest
peers in the Bitcoin network, a malicious client A has negligible
advantage in tricking V to accept incorrect or double-spent trans-
actions.

Transaction Confirmation Time.
In what follows, we briefly analyze the time it takes for a given

transaction to be confirmed in Bitcoin.
Bitcoin is designed so that blocks are generated every 10 min-

utes, on average. For that purpose, the difficulty of the work re-
quired to construct a block is adjusted dynamically depending on
the time it took to solve the previous blocks. More specifically,
Bitcoin requires that the hash of the block to be constructed is be-
low a given target value. This target is interpolated from the over-
all time it took to solve the previous 2016 blocks [11]. Since the
fields required to construct the hash of a block also change with
time (e.g., timestamp, previous block hash), the probability to suc-
cessfully construct a valid block in Bitcoin is almost constant with
respect to the number of trials [12].

To measure the generation time of existing Bitcoin blocks, we
created a Python script that parses the block chain of Bitcoin and
extracts the time intervals between the generation of consecutive
blocks. Our findings show that while the average block generation
time is approximately 10 minutes (9 minutes and 54 seconds), the
standard deviation of the measurements is about 881.24 seconds
which corresponds to almost 15 minutes5. Thus, there is a consid-
erable variability among the block generation times. In Figure 1,
we depict the distribution of the generation times of the extracted
blocks. As explained in Appendix A, this distribution can be mod-
eled by a shifted geometric distribution with success probability
0.19. Our results also show that only 64% of the blocks were gen-
erated in less than 10 minutes. The remaining 36% of the blocks
require between 10 and 40 minutes to be generated.

3.2 Fast Payment Verification—Transaction
Reception

Our analysis in Section 3.1 shows that the time required to con-
firm transactions impedes the operation of many businesses that
are characterized by a fast-service time (i.e., when the exchange of
currency and goods is shorter than a minute). As such, it is clear
that vendors, such as supermarkets, vending machines, take-away
stores [13], Bitcoin Point of Sale terminals [14], etc., cannot rely
on transaction confirmation when accepting Bitcoin payments.

Given that a considerable number of businesses require fast pro-
cessing of payments, Bitcoin developers encourage vendors to ac-
cept fast Bitcoin payments with zero-confirmations as soon as the
vendor receives a transaction from the network transferring the cor-
rect amount of BTCs to one of its addresses [6, 13]. We point out
that this is the only available option for vendors to currently “ver-
ify” fast payments. Note that the vendor can search in his wallet for
the client’s transaction to verify its reception. The main intuition
here is that this constitutes sufficient proof that the transaction was
indeed broadcasted in the network. We emphasize that it typically

5The maximum time of block generation was 25 hours and 8 min-
utes.
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Figure 2: Example construction of TRA and TRV . Here, we

show two different transactions with the same inputs and dif-

ferent outputs. TRA and TRV can share a subset of their

inputs—in which case A only tries to double-spend a subset of

the BTCs that she pays with.

takes few seconds (< 3 seconds) for a transaction to propagate be-
tween two Bitcoin peers.

4. SECURITY ANALYSIS OF FAST

BITCOIN PAYMENTS
In what follows, we analyze the security of fast payments in Bit-

coin. Namely, we focus on the analysis and implementation of
double-spending attacks on fast Bitcoin payments.

4.1 Attacker Model
Our system consists of a malicious client A, and a vendor V ,

connected through a Bitcoin network. We assume that A is moti-
vated to acquire a service from V without having to spend its BTCs.
More specifically, A could try to double-spend the coin she already
transferred to V . By double-spending, we refer to the case where A
can redeem and use the same coins with which she payed V so as
to acquire a different service elsewhere; where appropriate, we also
discuss the impact of the n-time spending of the same coin, where
n > 2, to acquire multiple services.

We assume that A knows the Bitcoin and IP addresses of V6. We
further assume that A can only control few peers in the network
(that she can deploy since Bitcoin does not restrict membership)
and does not have access to V’s keys or machine. The remaining
peers in the network are assumed to be honest and to correctly fol-
low the Bitcoin protocol. We point out here that the computing
power harnessed by A and its helpers does not exceed the aggre-
gated computer power of all the honest peers in the network. This
prevents A from inserting/confirming incorrect blocks in the Bit-
coin block chain. In this paper, we consider the (worst-case) sce-
nario where A does not participate in the block generation process.
This also suggests that when a transaction is confirmed in a block,
this transaction cannot be modified by A.

Conforming with the operation of Bitcoin, we assume that A
generates a new Bitcoin address whenever it communicates with V .
We also assume that the set of addresses used by A are insufficient
to identify A. This suggests that the identity of A is unlikely to be
revealed even if her misbehavior may be detected some time after
she has acquired the service.

4.2 Necessary Conditions for Successful Double-
Spending

To perform a successful double-spending attack, the attacker A
needs to trick the vendor V into accepting a transaction TRV that
V will not be able to redeem subsequently.

6When issuing a transaction, a Bitcoin client could either specify a
recipient Bitcoin address or an IP address.

Vendor

Bitcoin Mining Pools

Bitcoin Network

Attacker

Transaction to 

Vendor

Transaction to 

Vendor

Transaction to 

colluding 

address

Transaction to 

colluding 

address

Figure 3: Sketch of a double-spending attack against fast pay-

ments in Bitcoin. Here, the attacker A dispatches two trans-

actions that use the same BTCs in the Bitcoin network. The

double-spending attack is deemed successful if the BTCs that

A used to pay for V cannot be redeemed (i.e., when the second

transaction is included in the upcoming Bitcoin block).

In this case, A creates another transaction TRA that has the same
inputs as TRV (i.e., TRA and TRV use the same BTCs) but re-
places the recipient address of TRV—the address of V— with a
recipient address that is under the control of A.7

An example construction of TRA and TRV is depicted in Fig-
ure 2. If both transactions are sent adjacently in time, they are likely
to have similar chances of getting confirmed in an upcoming block.
This is the case since Bitcoin peers will not accept multiple transac-
tions that share common inputs; they will only accept the version of
the transaction that reaches them first which they will consider for
inclusion in their generated blocks and they will ignore all remain-
ing versions. Given this, a double-spending attack can succeed if V
receives TRV , and the majority of the peers in the network receive
TRA so that TRA is more likely to be included in a subsequent
block. This process is sketched in Figure 3.

Let tVi and tAi denote the times at which node i receives TRV

and TRA, respectively. As such, tVV and tAV denote the respective
times at which V receives TRV and TRA.

Given this, we outline the necessary conditions for A’s success
in mounting a double-spending attack.

Requirement 1 — TRV is added to the wallet of V.
If TRV is not added to the memory pool of V , then V cannot

check that TRV was indeed broadcasted in the network. Note that
for TRV to be included in V’s wallet, then tVV < tAV ; otherwise, V
will first add TRA to its memory pool and will reject TRV as it
arrives later. After waiting for few seconds without having TRV in
its wallet, V can ask A to re-issue a new payment.

Requirement 2 — TRA is confirmed in the block chain.
If TRV is confirmed first in the block chain, TRA can never

appear in subsequent blocks. That is, V will not have its BTCs

7Note that our analysis is not restricted to the case where the re-
cipient address is controlled by A and applies to other scenarios,
where the recipient is another vendor.
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Figure 4: Number of connections that two Bitcoin nodes (in

North America and in Europe, respectively) witnessed over the

period of 6 consecutive days. Since the connectivity of peers in

Bitcoin varies with time, A has considerable opportunities to

establish at least one direct connection with V .

back. In this case, V will receive its BTCs, and can redeem them
at its convenience. Recall that the goal of A is to acquire a service
offered by V without having to spend her BTCs.

Requirement 3 — V’s service time is smaller than the
time it takes V to detect misbehavior.

Since Bitcoin users are anonymous and users hold many ac-
counts, there is only limited value in V detecting misbehavior after
the user has obtained the service (and e.g., left the store). This is
the case since the Bitcoin address of A is insufficient to identify
her. As such, for V to successfully detect any misbehavior by A,
the detection time must be smaller than the service time.

4.3 Mounting Double-Spending Attacks in Bit-
coin

In this section, we discuss how A can satisfy Requirements (1),
(2), and (3).

Satisfying Requirement 1.
A connects directly to V in the Bitcoin P2P network8. Given the

Bitcoin protocol specification, V will always accept the connection
requests by other peers as long as the maximum number of its cur-
rent inbound connections has not been reached. By default, this
number is set to 125.9 As shown in Figure 4, the connectivity of
Bitcoin peers is heavily dependent on the churn of the Bitcoin net-
work (i.e., peers departing/joining); this gives a considerable num-
ber of opportunities for A to establish a direct connection with V
(e.g., A could try to connect with V over the weekend or in the
evening, when the number of connections of V drops below the
maximum).

In the sequel, we assume that A has access to one or more helpers,
denoted by H. A and H do not necessarily have to be on physi-
cally disjoint machines (e.g., H could run as a thread/process on
the same machine as A). We further assume that (i) A and H
communicate using a low-latency confidential channel (e.g., by ex-
changing encrypted messages using a direct TCP connection) and
that (ii)H never connects directly to V in the Bitcoin P2P network.
A sends TRV to V at time τV and TRA to H at time τA, such

8Recall that the IP address of V is public.
9Note that the maximum number of connections can be modified
using the “-maxconnections” command [15].

that τA = τV + ∆t. V and H relay the transactions that they
received from A in the network. Let δtAVH refer to the time it takes
TRA to propagate in the Bitcoin P2P network from V to H and
δtVAV denote the time it takes TRV to reach V . In this case, tAV −tVV
can be estimated as follows:

t
A

V − t
V

V ≈ τA + δt
A

VH − (τV + δt
V

AV) (1)

≈ ∆t+ δt
A

VH − δt
V

AV . (2)

Note that since H is never a neighbor of V , there is at least
one hop on the path between H and V . Since A is an immedi-
ate neighbor of V and assuming no congestion at network paths,
then δtAVH ≥ δtVAV . In this case, tVV < tAV for reasonably chosen
∆t (e.g., ∆t ≥ 0), thus satisfying Requirement (1).

Satisfying Requirement 2.
Since H and V are highly likely to have different neighbors, the

broadcasted transactions are likely to spread in the network till the
point where either (i) all Bitcoin peers accept in their memory pools
TRV or TRA or (ii) either TRV or TRA gets confirmed in a block.

In what follows, we estimate the probability that TRA is con-
firmed in a block first. In our analysis, we denote by t0 the time
at which both transactions TRA and TRV first coexist in the net-
work10, and we assume that no block containing either one of them
has been generated till that time. We argue that this is a realistic
assumption given that TRA and TRV need to be typically broad-
casted back to back given a small delay (in the order of few sec-
onds); it is therefore unlikely that one of them is confirmed within
the first few seconds in a new block. In the experiments in Sec-
tion 4.4, we relax this assumption and we evaluate the general case
where either TRA and TRV can be confirmed immediately when
they are broadcasted in the network.

We divide time into equal intervals of size δt, such that, the prob-
ability of successful block generation in each δt can be modeled as
a Bernoulli trial with success probability η · p, where η is the num-
ber of peers that work towards block generation and p the success
probability of a peer in generating a block within δt (for the rea-
soning why, refer to Appendix A).

Let tk = k ·δt+ t0 and ηk
V and ηk

A denote the number of Bitcoin
peers that have received TRV and TRA respectively until time tk.
Each Bitcoin node will only add to its memory pool the transaction
it receives first among TRV and TRA. Since only the transactions
that appear in the memory pool of peers are eligible to be confirmed
in subsequent blocks, the probability that TRV is included in a
block within time interval ]tk, tk+1] is: PrkV = ηk

V · p. Similarly,
for TRA, the corresponding probability is PrkA = ηk

A ·p. Thus, the
probability pV(k) that a block containing TRV is generated within
the time interval ]tk, tk+1] is given by:

pV(k) = PrkV ·

k−1
∏

i=0

(1− PriV) = ηk
Vp ·

k−1
∏

i=0

(1− ηi
Vp).

Similarly, the probability that a block containing TRA is gener-
ated at the same time interval is given by:

pA(k) = PrkA ·

k−1
∏

i=0

(1− PriA) = ηk
Ap ·

k−1
∏

i=0

(1− ηi
Ap).

If at time ts = s · δt+ t0 every node in the network has received

10This does not necessarily mean that TRA and TRV are broad-
casted at the same time.
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(2) with respect to various values of ηk

A and ηk
V .

Here, p = 10−6, δt = 10 seconds, t0 = 0, ts = δt and the

number of peers in the network is 60000.

at least one of the transactions TRV or TRA, the following holds:

ηk
A ≤ ηk+1

A
and ηk

V ≤ ηk+1
V

, if k < s

ηk
A = ηk+1

A
= ηs

A and ηk
V = ηk+1

V
= ηs

V , otherwise.

This suggests that ∀i ≥ s, ηi
V + ηi

A = ηs
V + ηs

A.
To compute the probability of success of the double-spending at-

tack, we make the assumption that, ∀k, ηk
V and ηk

A do not exchange
their newly constructed blocks; in this way, the time tgV required
by peers that are mining in favor of TRV to generate a new block
is independent of that required by the peers that are mining in favor
of TRA, tgA . Given this, the probability that Requirement (2) is
satisfied, PS

(2), is computed as follows:

PS
(2) = Prob(tgA < tgV ) +

1

2
Prob(tgA = tgV ). (3)

That is, PS
(2) is composed of two components; one corresponds to

the event that the block containing TRA is first generated and the
second to the event where the blocks containing TRA and TRV are
generated at the same time, i.e., tgA = tgV . In the latter case, the
probability that the block containing TRA is eventually adopted by
the Bitcoin peers is 0.5. Here, Prob(tgA < tgV ) and Prob(tgA =
tgV ) are computed as follows.

Prob(tgA < tgV ) =
∑

∞

gA=0 pA(gA) · pV(gV > gA|gA)

= η0
Ap(1− η0

Vp)+
∑

∞

gA=0 η
gA
A

p · (1− η
gA
V

p) ·
∏gA−1

j=0 (1− η
j
V
p)(1− η

j
A
p).

Prob(tgA = tgV ) =

∞
∑

gA=1

p
2
η
gA
V

η
gA
A

·

gA−1
∏

j=0

(1− η
j
V
p)(1− η

j
A
p).

In Figure 4.3, we depict PS
(2) for various values of ηk

V , ηk
A and

p when δt = 10 seconds, ts = δt and the number of peers in the
network is 60000.

Our analysis therefore shows that A can maximize PS
(2) by in-

creasing the number of peers that receive TRA, ηk
A, ∀tk. A can

achieve this: (i) by sending TRA before TRV and therefore giv-
ing TRA a better advantage in spreading in the network and/or (ii)
by relying on multiple helpers to spread TRA faster in the net-
work. In the former case, A can delay the transmission of TRV by
a maximum of ∆t = δtAVH − δtVAV (cf. Equation 1) after sending
TRA while ensuring that V first receives TRV . In this way, both
Requirements (1) and (2) can be satisfied.

Location Number of Hosts

Europe 4
North America 3

Asia Pacific 2
South America 1

Table 2: Geographic location of the Bitcoin nodes that we used

in our measurements. We made use of 10 Bitcoin nodes located

around the globe. All the hosts were running Ubuntu 11.10 with

at least 613 MB of RAM.

Satisfying Requirement 3.
With the exception of the verification of transaction reception

(Requirement (1)), current Bitcoin clients do not employ any tech-
nique to detect double-spending attacks against fast payments. Re-
call that since the service time is much smaller than the time to
confirm a transaction, the vendor cannot verify that TRV has been
included in a recent Bitcoin block before giving away it service.

Moreover, even if V’s client receives both TRA and TRV before
it offers its service to A, no message/warning is propagated to V
in the current Bitcoin implementation. We point that the Bitcoin
daemon locally generates an error if it receives a transaction whose
inputs have already been spent. However, this error is not displayed
to the Bitcoin user. Therefore, Requirement (3) is always satisfied
in current Bitcoin clients (up to version 0.5.2) if Requirement (1)
has already been satisfied.

It is interesting to note that a Bitcoin node located at http:
//blockchain.info/ keeps track of all transactions sent by
Bitcoin peers in an attempt to identify malicious addresses (e.g.,
that perform double-spending attacks). Note that this information
is not propagated to peers in the network. Since A always uses
newly generated addresses (that cannot be linked to each other by
default), then she is unlikely to bear any consequences even if some
of her addresses were labelled “malicious”.

4.4 Experimental Evaluation
We now present the experimental results of double-spending ex-

periments in the Bitcoin network. Our experiments aim at inves-
tigating the satisfiability of the aforementioned Requirements (1),
(2) and (3). Recall that, in current Bitcoin clients, Requirement (3)
is satisfied provided that Requirement (1) was satisfied. We denote
by PS, the probability that the attack succeeds. In Section 5, we ex-
tend our analysis and experiments and we evaluate the effectiveness
of possible detection techniques to alleviate double-spending.

Experimental Setup.
We adopt the setup described in Section 4.3 in which the attacker

A is equipped with one or more helper nodes H that help her relay
the double-spent transaction. In our experiments, we made use of
10 Bitcoin nodes located around the globe (Table 2); this serves to
better assess the different views seen from multiple points in the
Bitcoin overlay network and to abstract away the peculiarities that
might originate from specific network topologies. Appendix ??

includes the Bitcoin addresses that we used while performing our
experiments.

To perform the attack, we modified the C++ implementation of
Bitcoin client version 0.5.2. Conforming with our analysis in Sec-
tion 4.3, our new client ensures that:

• The attacker only connects to the vendor’s machine. This
connection is accepted by V if it has fewer than 125 connec-
tions. If the connection is refused, A can wait until a neigh-
bor of V disconnects before attempting to connect again.
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Figure 6: PS versus ∆t when V has 8 connections. Figure 7: PS versus ∆t when V has 40 connections.

Figure 8: PS versus ∆t when V has 125 connections.

Location # Helpers ∆t (sec) PS

Asia Pacific 1, 125 connections 2 0 100%
Asia Pacific 2, 125 connections 2 0 100%
North America 1, 8 connections 1 0 100%
North America 2, 40 connections 1 0 90%

Asia Pacific 1, 8 connections 2 1 100%
Asia Pacific 2, 125 connections 2 1 100%

North America 1, 40 connections 1 -1 100%

Figure 9: Summary of Results. Here, “Location” denotes

the location of V , “connections” denote the number of V’s
connections.

• The attacker creates transactions TRV and TRA constructed
using the same coins. She sends TRV using the Bitcoin net-
work to the neighboring vendor and TRA via a direct TCP
connection to one or more helper nodes with an initial delay
∆t of -1, 0, 1, and 2 seconds. Here, ∆t refers to the time
delay between the transmission of TRV and TRA by A.

• Upon reception of TRA, each helper node broadcasts it in
the Bitcoin network.

With this setup, we performed double-spending attempts when
the vendors are located in 4 different network locations (2 vendors
were in North America and the remaining 2 were in Asia Pacific).
In our experiments, A was located in Europe. However, since A
does not contribute in spreading in the Bitcoin network any trans-
action herself, her location does not affect the outcome of the at-
tack. That is, the sole role of A is to send TRV to V using a direct
connection in the Bitcoin network and TRA to the helper nodes
using a direct TCP connection.

We conducted our experiments with a varying number of con-
nections of the vendor (8, 40 and 125 connections) and by varying
the number of helper nodes (1 and 2) chosen randomly from the
nodes in Table 2. The helper nodes were connected to at least 125
other Bitcoin peers. Each data point in our measurements corre-
sponds to 10 different measurements, totaling approximately 500
double-spending attempts with a total of 20 BTCs. We point out
that since all the hosts in our measurements were using wallets that
were under our control, other Bitcoin users were not affected by
our measurements. We also created a Python script that, for each
conducted measurement, parses the generated logs along with the
Bitcoin block explorer [16] to check whether Requirement (2) is
satisfied.

Results.
To assess the feasibility of double-spending in fast Bitcoin pay-

ments, we evaluate empirically the success probability, PS, with
respect to the number of helper nodes, the number of connections
of the vendor and ∆t.

Our experimental results, depicted in Figures 6, 7, 8, and 9 show
that, irrespective of a specific network topology, the probability that
A succeeds in mounting double-spending attacks is significant.

Confirming our previous analysis, PS decreases as ∆t increases.
As explained in Section 4.3, this is due to the fact that the higher
is ∆t, the larger is the number of peers that receive TRV ; in turn,
the probability that TRA is confirmed before TRV decreases. As
shown in Figures 6, 7, and 8, this can be remedied if the num-
ber of helper nodes that spread TRA increases. Our results show
that even for a large ∆t of 2 seconds, relying on 2 helper nodes
still guarantees that double-spending succeeds with a considerable
probability; when ∆t = 1 seconds, the attack is guaranteed to suc-
ceed (PS approaches 1) using 2 helpers. This is summarized in
Figure 9. Generalizing these results, it is clear that A succeeds,
with high probability, in spending the same coin to n ≥ 1 different
recipients as long as the number of helpers that assist A in spread-
ing TRA is greater or equal to n. As we show in Section 5, the
larger is n, the higher is the probability that A’s misbehavior is
detected.

The number of V’s connections considerably affects PS espe-
cially when A controls only one helper; in the case where V has
a similar number of connections when compared to the number of
connections of the helper, PS approaches 0.5. This corresponds
to the case where both TRA and TRV are spread equally in the
network (Figure 8). On the other hand, as the connectivity of V
decreases, TRA spreads faster in the network. This is depicted in
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Figures 6 and 7. We thoroughly investigate the impact of the con-
nectivity of V in Section 5.1.

Our experiments show that double-spending attacks against fast
payments succeed with overwhelming probability in the current
Bitcoin versions and do not incur significant cost on the attacker.
Since Bitcoin users are anonymous (i.e., only the Bitcoin addresses
are revealed to vendors), clients do not risk being detected after
performing double-spending attempts; this gives Bitcoin users con-
siderable incentives to mount double-spending attacks against fast
payments (given the absence of detection techniques). It is interest-
ing to note that we have performed thousands of double-spending
attempts using fixed Bitcoin addresses without having to bear any
penalty.

Given that the economic standing of Bitcoin is still in its infancy,
this vulnerability in the use of Bitcoin might severely hinder its
growth and trustworthiness. We therefore argue that, unless effec-
tive detection techniques are integrated in current Bitcoin clients,
vendors should not accept fast Bitcoin payments.

5. DETECTING DOUBLE-SPENDING IN

FAST BITCOIN PAYMENTS
In this section, we evaluate a number of techniques that can be

used to detect double-spending in fast payments. We start by an-
alyzing two detection strategies originally recommended by Bit-
coin developers, namely: using a listening period and inserting ob-

servers. We evaluate the prospects of both strategies and we show
that these techniques are not always effective in detecting double-
spending. We then propose an efficient detection technique that is
based on the propagation of double-spent transactions in the net-
work and we show that it does not incur significant modifications
to existing Bitcoin clients.

5.1 Using a “Listening Period”
As advocated in [13], one possible way for V to detect double-

spending attempts is to adopt a “listening period”, of few seconds,
before delivering its service to A; during this period, V monitors
all the transactions it receives, and checks if any of them attempts
to double-spend the coins that V previously received from A. This
detection technique is based on the intuition that since it takes every
transaction few seconds11 to propagate to every node in the Bitcoin
network, then it is highly likely that V would receive both TRV and
TRA within the listening period (and before granting service to A).
Note that this technique requires a modification of current Bitcoin
clients (i.e., to process and compare all incoming transactions).

Defeating the Listening Period.
We show that this detection technique can be circumvented by

A as follows. A can attempt to delay the transmission of TRA

such that t =(tAV − tVV ) exceeds the listening period (Requirement
(3)) while TRA still has a significant chance of being spread in the
network. On one hand, as t increases, the probability that all the
immediate neighbors of V in the Bitcoin P2P network receive TRV

first also increases; when they receive TRA later on, TRA will not
be added to the memory pool of V’s neighbors and as such TRA

will not be forwarded to V . On the other hand, A should make sure
that TRA was received by enough peers so that Requirement (2)
can be satisfied. To that end, A can increase the number of helpers
it controls.

11Our experiments in Section 4.4 show that the average time for a
peer to receive both TRA and TRV is approximately 3.354 sec-
onds if both transactions were sent adjacently in time.

To validate this claim, we conducted experiments using the setup
described in Section 4.4. Our experiments aimed at finding triplets
(∆t, NH, C), where NH is the number of helper nodes, and C is
the number of V’ connections, such that the probability PD that
V receives TRA (after having received TRV ) is minimized. We
illustrate our results in Table 3.

In Table 3(a), we include a number of triplets (∆t, NH, C) for
which PS > 0 and PD = 0 (i.e., t = tAV − tVV = ∞). These are
instances of the case where all the neighbors of V receive TRV first
and do not forward TRA. We point out that in this case, although
PS is modest, the advantage of A in mounting double-spending
attack is high since the probability that V detects her misbehavior
is zero. In Table 3(b), we show other instances of (∆t, NH, C) for
which PS ≥ PD. Here, although PD > 0, A still has an advantage
in mounting double-spending attacks, since these attacks are more
likely to succeed.

Our findings therefore show that, even if V adopts a listening
period of few tens of seconds, double-spending is still possible.
Our experiments also show that the triplets (∆t, NH, C) resulting
in PS ≥ PD do not depend on the location of H nor V nor on the
time of the measurements12; as shown in Table 3, the same triplets
can be used repeatedly by A to perform attacks at various times and
in different network topologies.

The Connectivity of V as a Security Parameter.
As shown from our results in Table 3, the fewer connections of V ,

the more likely is that all the neighbors of V receive TRV before
TRA and thus that V does not receive TRA. Conversely, as the
number of connections of V increases, the effort (i.e., the number
of helpers, the amount of delay) that A needs to invest to ensure
that none of V’s neighbors receive TRA becomes considerable.
This is depicted in Figure 10; when V adopts a listening period of
at least 15 seconds, PD increases as the number of V’s connections
increases. When V has more than 100 connections, the probability
that it does not receive TRA is negligible; in this case, using a
listening period might be effective to detect double-spending.

However, since the connectivity of Bitcoin peers largely varies
with the network churn13 (Figure 4), V needs to constantly mon-
itor its connection count to ensure that it does not drop below a
threshold so that it can detect double-spending by adopting a listen-
ing period. In Section 5.3, we propose a technique that effectively
detects double-spending even in the case when the number of the
connections of V is small.

5.2 Inserting Observers in the Network
Another possible technique that naturally extends the aforemen-

tioned proposal based on the adoption of listening period would be
for V to insert a node that it controls within the Bitcoin network—
an “observer”—that would directly relay to V all the transactions
that it receives. This technique was originally proposed by Bit-
coin developers in [13]. In this case, V can be aware of a double-
spending attempt if either it or its observer receive TRA.

Evaluation.
We evaluated this technique using up to 5 observers, that were

randomly chosen from the hosts listed in Table 2. Our findings in
Table 3 show that this method can help detecting double-spending

12Our results were stable across different measurement times.
13For example, some of the nodes used in our experiments could not
acquire more than 40 connections over a period of few days, due to
the fact that these nodes were often restarted. In such cases, other
Bitcoin peers will assign a low priority when connecting to these
nodes.
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(a) Example of triplets (∆t, NH, C) where PS > 0, PD = 0 and tAV − tVV = ∞. In these cases, V never receives TRA

and as such can not detect double-spending attacks, even if it adopts a very large listening period.

PS PD tAV − tVV (sec) % Observed

South America, 8 Connections, 3 Helpers, ∆t = 2.5 7.7% 0% ∞ 53%
South America, 8 Connections, 4 Helpers, ∆t = 3.0 13.33% 0% ∞ 57%
Asia Pacific, 8 Connections, 3 Helpers, ∆t = 2.75 10% 0% ∞ 57%
Asia Pacific, 8 Connections, 3 Helpers, ∆t = 2.75 5% 0%∗ ∞ 66%

North America, 20 Connections, 3 Helpers, ∆t = 2.75 5% 0% ∞ 47%
Asia Pacific, 60 Connections, 1 Helper, ∆t = 3.00 10% 0%∗ ∞ 20%

(b) Example of triplets (∆t, NH, C) where PS ≥ PD. In these cases, V can detect double-spending attempts with
some probability by adopting a listening period, but since PS ≥ PD, then a number of A’s double-spending attempts
will not be detected, which gives her incentives to perform double-spending attempts.

PS PD tAV − tVV (sec) % Observed

Europe, 8 Connections, 3 Helpers, ∆t = 2.00 10% 10% 8.664 53%
Europe, 8 Connections, 3 Helpers, ∆t = 2.25 10% 10%∗ 5.65 47%

South America, 8 Connections, 2 Helpers, ∆t = 2.5 20% 6.66%∗ 3.749 62%
Asia Pacific, 8 Connections, 2 Helpers, ∆t = 1.75 55% 20%∗ 5.5 91%

North America, 20 Connections, 5 Helpers, ∆t = 3.00 11% 11% 3.208 46%
North America, 20 Connections, 1 Helper, ∆t = 1.25 30% 30%∗ 3.34 78%
North America, 20 Connections, 4 Helpers, ∆t = 2.00 82% 63% 2.85 78%
North America, 20 Connections, 2 Helpers, ∆t = 2.00 20% 20%∗ 4.79 60%
North America, 20 Connections, 1 Helper, ∆t = 1.50 40% 30%∗ 3.51 60%

Europe, 20 Connections, 3 Helpers, ∆t = 1.0 45% 45%∗ 3.844 87%
Europe, 30 Connections, 1 Helper, ∆t = 1.5 15% 10%∗ 3.412 42%

Asia Pacific, 40 Connections, 1 Helper, ∆t = 2.9 10% 10%∗ 4.946 42%
Europe, 40 Connections, 1 Helper, ∆t = 1.25 10% 10% 1.841 36%
Europe, 40 Connections, 2 Helpers, ∆t = 1.5 20% 20%∗ 3.075 36%

South America, 40 Connections, 1 Helper, ∆t = 2.0 30% 40% 3.217 57%
Asia Pacific, 80 Connections, 1 Helper, ∆t = 3.7 10% 20% 5.04 18%

Europe, 80 Connections, 1 Helper, ∆t = 2.75 13.33% 26.67% 5.093 28%
Asia Pacific, 100 Connections, 1 Helper, ∆t = 1.5 80% 80% 2.807 88%

Table 3: Monitoring received transactions at V (Section 5.1) and its observers (Section 5.2) to detect double-spending. Each data

point corresponds to 20 measurements. The helpers used in these experiments had between 125 and 400 connections. “PD” denotes

the probability that V receives TRA. “% Observed” refers to the fraction of observers (among 5) that received TRA. (tAV − tVV)
refers to the average of the time it takes V to receive TRA after having received TRV , for those cases where V receives TRA (PD).

∗

refers to the case where TRA was received, but after the listening period (i.e., after 15 seconds).

as all double-spent transactions were received by at least one ob-
server within few seconds. However, given that A delays the trans-
mission of TRA, our results show that only a subset of the ob-
servers receive TRA. As mentioned previously, this corresponds
to the case where all the neighbors of these observers have received
TRV first and as such they will not forward TRA back to the ob-
servers. Therefore, V needs to employ a considerable number of
observers (≈ 3) (that connect to a large number of Bitcoin peers)
to ensure that at least one observer detects any double-spending at-
tempt; this, however, comes at the expense of additional costs for
V to maintain the observers in the network.

Clearly, in the general case where A attempts to n-times spend
the same coins, the larger is n, the bigger is the probability that this
misbehavior is detected by fewer observers in the network.

5.3 Forwarding Double-Spending Attempts in
the Network

In order to efficiently detect double-spending on fast Bitcoin
payments, we propose that Bitcoin peers forward all transactions
that attempt to double-spend the same coins in the Bitcoin net-

work. Namely, our technique unfolds as follows. Whenever a peer
receives a new transaction, it checks whether the transaction uses
coins that have not been spent in any other transaction that resides
in the block chain and in their memory pool. If so, then peers fol-
low the current protocol of Bitcoin; peers add the transaction to
their memory pool and forward it in the network. If, on the other
hand, peers detect that there is another transaction in their memory
pool that spends the same coins to different recipients, then peers
forward the transaction to their neighbors (without adding the trans-
action to their memory pools).

The main intuition behind this technique is that while A might
be able to prevent V and a subset of V’s observers from receiving
TRA, a considerable number of Bitcoin peers receive both TRA

and TRV . If the majority of these peers are honest14, both trans-
actions would eventually reach V within few seconds. The double-
spending of A can be therefore detected before A actually receives
the service from V . We emphasize that our proposed technique

14This is the underlying assumption that ensures the correct opera-
tion of Bitcoin.
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Figure 10: The connectivity of V as a security parameter. Here,

V is located in Asia Pacific, ∆t = 3.0 seconds and A controls 4

helpers.

does not change the spread of each transaction within the memory
pools of Bitcoin peers (as such, it does not affect the success proba-
bility of the attack). Instead, this technique ensures that both trans-
actions are received within few seconds by V and that any possible
double-spending attempt is detected almost immediately. This in-
tuition is based on our previous measurements: our experiments in
Section 4.3 show that the average time for a peer a transaction is ap-
proximately 3.354 seconds after the transaction has been released
in the Bitcoin network.

We implemented this technique and integrated it with Bitcoin
client version 0.5.2. Our modified Bitcoin implementation is avail-
able for download at [7]. Our modified Bitcoin client also keeps
track of the number of established connections to warn the user
when this number drops below a threshold value (80 in our case)
and uses our proposed detection technique to (visually) alert the
user when a double-spending attempt was detected on any of its
transactions.

We have evaluated the performance of our modified client by
integrating it in the Bitcoin network for a period of 7 consecutive
days15. During the evaluation period, our modified client was able
to forward all double-spent attempts (that we manually injected in
the network) with a detection rate of 100 % and a false negative rate
of 0 % (i.e., only double-spent transactions were forwarded while
duplicate and ill-formed transactions were appropriately filtered).

We acknowledge that this detection technique can result in the
increase of the number of transactions circulating in the Bitcoin
network and could be (ab)-used to affect the performance of the
network. We argue however that, given the ongoing performance
optimizations in the Bitcoin software and given that our technique
solely relies on the forwarding of pending transactions (i.e., con-
firmed transactions should not be forwarded in our technique), the
performance penalty that is incurred by the Bitcoin network due to
our proposal can be, to a large extent, tolerated.

6. RELATEDWORK
First introduced in 2008, Bitcoin has recently attracted the at-

tention of the research community. In [21], Elias investigates the
legal aspects of privacy in Bitcoin. In [35], Reid and Harrigan ex-
plore user anonymity limits in Bitcoin. In [25], Babaioff et al. ad-
dress the lack of incentives for Bitcoin peers to include recently
announced transactions in a block. In [20], Syed et al. propose a
user-friendly technique for managing Bitcoin wallets.

15During this evaluation period, the modified client was located in
Europe.

Finney [17] describes a double-spending attack in Bitcoin where
the attacker includes in her generated blocks transactions that trans-
fer some coins between her own addresses; these blocks are only
released to the network after the attacker double-spends the same
coins using fast payments and acquires a given service. Clark et

al. [31] proposes the use of the Bitcoin PoW to construct verita-
ble commitment schemes. Barber et al. [26] analyze possible ways
to enhance the resilience of Bitcoin against a number of security
threats; they do not, however, analyze the security of fast Bitcoin
payments.

Double-spending in online payments has received considerable
attention in the literature [24, 32]. In Credit-Card based payments,
fairness is achieved through the existence of a bank (e.g., [28, 34])
or another trusted intermediary. Here, the intermediaries are trusted
(i) to verify that the client has not already spent the funds he/she is
paying the vendor with, and (ii) to reverse a charge, if the vendor
has misbehaved.

Micropayments [23, 33, 36] is an efficient payment scheme aim-
ing primarily at enabling low-cost transactions. Here, the payer
provides signed endorsements of monetary transfers on the ven-
dor’s name. Digital signatures in these systems constitute the main
double-spending resistance mechanism. ECash [29, 30] is another
form of digital cash which supports payer anonymity. ECash of-
fers strong accountability guarantees by relying on a set of cryp-
tographic primitives that ensure that when a user double-spends a
coin, his/her identity is revealed.

Similar to Bitcoin, a number of decentralized payment systems
[27, 37] were designed to resist double-spending attacks. In [37],
Yang and Garcia-Molina introduce a P2P payment system, in which
the first owner of an electronic coin authorizes that coin’s transfer
among other peers in the network. Here, the generator of the coin
is responsible for preventing double-spending.

In [27], Belenkiy et al., introduce an ECash-based P2P payment
scheme that provides accountability at the cost of privacy. In [33],
Karame et al. propose a novel micropayment model based on veri-
fiable microcomputations.

7. CONCLUSION
The ability of Bitcoin to support and process fast payments—in

which the time to acquire a service is in the order of few seconds—
is of paramount importance to its growth and popularity among
users. Given the increasing reliance on Bitcoin among businesses,
the use of Bitcoin in fast payment scenarios is only expected to in-
crease. However, given its design, Bitcoin can only ensure the se-
curity of payments when a payment verification time of few tens of
minutes can be tolerated. Moreover, our results show that the stan-
dard verification time of Bitcoin payments exhibits a large variance
since the block generation time follows a shifted geometric distri-
bution. This slow payment verification is clearly inappropriate for
fast payments; it is, however, essential for the detection of double-
spending attacks.

In this paper, we analyzed and evaluated the double-spending re-
silience of Bitcoin in fast payments. More specifically, we showed
that not only these attacks succeed with overwhelming probability,
but also that—contrary to common beliefs—they do not incur any
significant overhead on the attacker. As far as we are aware, our ex-
periments constitute the first comprehensive double-spending mea-
surements in Bitcoin.

We also explored the solution space for detecting double-spending
attacks against fast Bitcoin payments. Our findings show that the
techniques recommended by Bitcoin developers for fast transac-
tions are not always effective in detecting double-spending. Given
that the vulnerability of existing clients to double-spending might
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severely harm the growth of Bitcoin, and impact its financial and
economic standing, we argue that the integration of effective de-
tection techniques to counter double-spending attacks against fast
payments in Bitcoin emerges as a necessity. Based on our findings,
we propose a modification to the current Bitcoin implementation
in order to effectively detect double-spending attacks against fast
payments.
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Figure 11: Distribution of the announcement times of trans-

actions. To measure the transaction announcement times, we

parsed the block chain of Bitcoin and we counted the number of

transactions in each block and we assume that transactions are

announced uniformly at random within two successive blocks.

APPENDIX

A. BLOCK GENERATION IN BITCOIN
To generate a block, peers work on solving a PoW problem. In

particular, given the set of transactions that have been announced
since the last block’s generation, and the hash of the last block,
Bitcoin peers need to find a nonce that would make the SHA-256
hash of the formed block smaller than a 256-bit number (target ):

SHA-256{Bll || MR(TR1, . . . , TRn) || No} ≤ target , (4)

where Bll denotes the last generated block, MR(x) denotes the root
of the Merkle tree with elements x, TR1 || . . . || TRn is a set of
transactions which have been announced (and not yet confirmed)
since Bll’s generation, and No is the 32-bit nonce. To solve the
PoW, each peer chooses a particular subset of the candidate solu-
tions’ space and performs brute-force search. It is apparent that the
bigger target is, the easier is to find a nonce that satisfies the PoW.
For the purpose of our analysis, we note the following:

1. The probability of success in a single nonce-trial is negligi-
ble. Taking in consideration that SHA-256 maps its argu-
ments randomly to the target space, each of the 232 nonces has

target

max(target ) probability of satisfying the PoW, where, target

is the number of targets which are smaller than target and
max(target) = 2256 − 1 is the number of all targets.

2. Peers compute their PoW independently; as such, the prob-
ability that one of them succeeds does not depend on the
progress of PoW of the others.

3. Peers are frequently required to restart their PoW. In particu-
lar, whenever a new transaction is added to the memory pool
of a peer, the Merkle root (included in the block) changes;
therefore, the effort in constructing the PoW is “reset”. This
also applies to the case when new blocks are generated; the
“previous block” field needs to be updated (cf. Figure 1).
For the sake of our analysis, we approximate the time inter-
val between the announcement of successive transactions as
follows. We extract the various block generation times from
the Bitcoin block explorer (cf. Figure 1) and we assume that
transactions are announced uniformly at random within two
successive block generations. Our findings (Figure 11) show
that the time interval between the announcement of most pairs
of successive transactions is below 15 seconds. Therefore, we

assume in the sequel that the PoW for block generation is “re-
set” approximately every dt ≈ 15 seconds.

Given the first two observations, the probability of a peer in
succeeding in an individual block generation attempt can be mod-
eled as an independent Bernoulli process with success probability

ε =
target

max(target ) .

Given this, and based on the last observation, we claim that con-
secutive block generation attempts can be modeled as sequential
Bernoulli trials with replacement. Our claim for replacement is jus-
tified by the fact that maximum possible PoW progress performed
by a peer (expressed as a number of hash calculations) before its
PoW resets, is negligible in comparison to max(target). This is
the case since the PoW progress approximates 235 ≪ max(target)
given the computing power of most Bitcoin peers [18, 19]. This

also means that ε is always equal to
target

max(target ) .

Let ni refer to the number of attempts that a peer mi performs
within a time period δt. Typically, δt is in the order of few minutes.
the probability pi of mi finding at least one correct PoW within
these trials is given by pi = 1 − (1 − ε)ni . Since ε and ni are
small, pi can be approximated to pi = 1− (1− ε)ni ≈ niε.

Therefore, the set of trials of mi within δt can be unified to con-
stitute a single Bernoulli process with success probability niε.

Assuming that there are ℓ peers, mi, i = 1 . . . ℓ with success
probability pi, i = 1 . . . ℓ respectively, the overall probability of
success in block generation can be approximated to:

p ≈ 1−
ℓ
∏

i=1

(1− pi), or p = 1− (1− p)ℓ ≈ ℓ · p,

where the latter corresponds to the simplified case when the peers
have equal computing power, i.e., pi = p, i = 1 . . . ℓ. Note that
pℓ < 1.

Let time be divided into small intervals ]t0, t1], . . . , ]tn−1, tn] of
equal size δt, where t0 = 0 denotes the time when the last block
was generated. Here, each peer can make up to ni trials for block
generation within each interval. Let the random variable Xk denote
the event of success in δt = {tk, tk+1}. That is,

Xk =

{

1 if a block is created within{tk−1, tk},
0 otherwise.

It is evident that: Prob(Xk = 1) = p. Conceivably, after a
success in block generation, peers stop mining for that particular
block. We denote the number of attempts until a success is achieved
by another random variable Y .

Prob(Y = k) = Prob(Xk = 1)

k−1
∏

i=1

Prob(Xi = 0)

= p(1− p)k−1
.

Assuming a constant rate of trials per time window δt, the num-
ber of failures until a success is observed in block generation is
proportional to the time it takes for a block to be generated. Let T
denotes the time period till a block is generated.

Prob(T = k · δt) = Prob(Y = k) = p(1− p)k−1
.

Given this, we conclude that the distribution of block generation
times can be modeled with a shifted geometric distribution with
parameter p. In Figure 1, we confirm this analysis and we show
that (experimental) block generation times in Bitcoin, can be fitted
to a shifted geometric distribution with p = 0.19. For the purpose
of our experiments, we considered δt to be 2 minutes.
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