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� U-Shaped Learning Behavior: Learn, Un-
learn, Relearn. Occurs in child develop-
ment re, e.g., verb regularization [PM91,

MPU+92, TA02] & understanding of var-
ious (Piaget-like) conservation principles
[SS82], e.g., temperature & weight con-
servation & interaction bet. object track-
ing/object permanence.

� Irregular Verb Example: Child �rst uses
spoke, correct past tense of irregular
verb speak. Then child overregularizes
incorrectly using speaked. Lastly, child re-
turns to using spoke.

� Concern Prior Literature: How model U-
shaped learning? E.g., lang. learn., by
gen. rules vs. tables of exceptions [Bow82]?

� Our Further Interest: Is U-shaped learning
an unnecessary accident of human evolu-
tion or is U-shaped learning advantageous
in that some classes of tasks can be learned
in U-shaped way, but not otherwise? I.e.,
are some classes of tasks learnable only by
returning to abandoned correct, learnable
behavior?
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Formal Language Learning

� We examine prior question re necessity
of U-shaped learning in context of formal
(computational) language learning theory
[Gol67, JORS99].

� Without loss of generality and for math-
ematical convenience, all languages L will
be � N = f0;1;2; : : :g.

� T is a text for L
def
, fT(0); T (1); : : :g = L.

Suppose T is a text for a language L.

T(0); T(1); : : :
In
�!M

Out
�! p0; p1; : : : ; j pt; : : :

� M above is a machine (i.e., algorithmic de-
vice).

� p0; p1; : : : above are programs/grammars
for generating languages | L or other lan-
guage(s).
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T(0); T(1); : : :
In
�!M

Out
�! p0; p1; : : : ; j pt; : : :

Following are criteria for: someM is successful
at learning every (task) L in a class of lan-

guages L. Suppose b 2 (N+ [ f�g), where

N+ = f1;2; : : :g & x � � means x <1.

� L 2 TxtEx [Gol67]:
(9M)(8L 2 L)(8T for L)(9t)[pt = pt+1 =

� � � ^ pt generates/enumerates L]. E.g.,
class F of all �nite languages 2 TxtEx

[Gol67].

� L 2 TxtBc [CL82, OW82, Wex82]:
(9M)(8L 2 L)(8T for L)(9t) [pt; pt+1; : : :

each generates/enumerates L]. E.g., K =
fK[fxg j x 2 Ng 2 (TxtBc�TxtEx), where
K is the diagonal halting problem.

� L 2 TxtFexb [OW82, Cas99]:
(9M)(8L 2 L)(8T for L)(9t) [pt; pt+1; : : :

each generates/enumerates L ^
card(fpt; pt+1; : : :g) � b]. E.g.,
TxtFex1 = TxtEx & K 62 TxtFexb.
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T(0); T(1); : : :
In
�!M

Out
�! p0; p1; : : : ; j pt; : : :

� Wp
def
= language generated/enumerated by

program/grammar p. Informally: Wp is the
[summary of the] behavior of p.

� Theorem [Cas99] Let h�; �i computably
map N�N 1-1, onto N . 81z means for all
but �nitely many z 2 N . Suppose n 2 N+.
Let Ln = the set of all 1L such that

(9e1; : : : ; en)[We1 = : : : =Wen = L ^

(81hx; yi 2 L)[y 2 fe1; : : : ; eng]]:

Let L� = [
n2N+Ln.

Then Ln+1 2 (TxtFexn+1 �TxtFexn) ^
L� 2 (TxtFex� �[

n2N+TxtFexn).

� Suppose C 2 fTxtFexb;TxtBcg. Then,
L 2 NonUC: (9M witnessing L 2 C)(8L 2
L)(8T for L)(8i; j; k j i < j < k)[Wpi =
Wpk = L ) Wpj = Wpi]. Non U-shaped

learners never abandon correct behaviors
2 L and return to them.
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Prior U-Shaped Learning Results

� Proposition [SC03]
K 2 (NonUTxtBc�TxtFexb).

� A proof in [FJO94] is easily modi�ed to
show:

Corollary [SC03]
(TxtBc�NonUTxtBc) 6= ;.

Hence, for TxtBc, U-shaped learning is
necessary | for full learning power.

� Theorem [SC03]
NonUTxtEx = TxtEx.

Hence, for TxtEx, U-shaped learning is not
necessary | for full learning power.

6



Our New Results

� Corollary Suppose 2 � b � b0. Then any
M witnessing Lb 2 TxtFexb0 necessarily em-
ploys U-shaped learning on Lb. However,

� Theorem TxtFex2 � NonUTxtBc.
Hence, the cases where TxtFex2-learning
necessitates U-shaped learning are circum-
ventable by removing the bound on the
number of successful programs. However,

� Theorem (9L 2 TxtFex3 � TxtFex4 �
: : : � TxtBc) (8M witnessing L 2 TxtBc)
[M must employ U-shaped learning on L].
Hence, there is no escaping the necessity
of U-shaped learning for this L 2 TxtFex3.

� Proof of previous theorem intriguingly fea-
tures learning �nite tables vs. gen. rules,
but does not feature learning incorrect
gen. rule followed by correct gen. rule aug-
mented by �nite table. Corollary above fol-
lows from prior results & following theorem
| proved by a counting arg.

Theorem NonUTxtFexb = TxtEx.
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Summary

The transitive closure of the following inclu-
sions (�!) hold AND no other inclusions hold.

NonUTxtBc
TxtFex2

TxtFex3

TxtFex
*

TxtBc

= NonUTxtFex b

NonUTxtEx
=TxtEx
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Summary Continued

� From prior work, U-shaped learning is not
needed for TxtEx learning, i.e., for learning
ONE successful program in the limit.

� For b � 2, L2 2 TxtFex2 cannot be
NonUTxtFexb learned, i.e., it can't be
learned with � b successful programs in the
limit without U-shaped learning on L2.

� However, any class in TxtFex2 can be
NonUTxtBc learned, i.e., learned with no
bound on how many successful programs in
the limit and without employing U-shaped
learning.

� Some L 2 TxtFex3 cannot be
NonUTxtFex3 learned, i.e., it can't
be learned with � 3 successful programs
in the limit without employing U-shaped
learning on L, AND L requires U-shaped
learning even with no bound on how
many successful programs in the limit
are allowed. Does the class of tasks
humans must learn to be competitive
in the genetic marketplace, like this L,
necessitate U-shaped learning?
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