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Large Language Models (LLMs) have gained attention in research and industry, aiming to streamline processes
and enhance text analysis performance. Thematic Analysis (TA), a prevalent qualitative method for analyzing
interview content, often requires at least two human experts to review and analyze data. This study demon-
strates the feasibility of LLM-Assisted Thematic Analysis (LATA) using GPT-4 and Gemini. Specifically, we
conducted semi-structured interviews with 14 researchers to gather insights on their experiences generating
and analyzing Online Social Network (OSN) communications datasets. Following Braun and Clarke’s six-phase
TA framework with an inductive approach, we initially analyzed our interview transcripts with human experts.
Subsequently, we iteratively designed prompts to guide LLMs through a similar process. We compare and
discuss the manually analyzed outcomes with responses generated by LLMs and achieve a cosine similarity
score up to 0.76, demonstrating a promising prospect for LATA. Additionally, the study delves into researchers’
experiences navigating the complexities of collecting and analyzing OSN data, offering recommendations for
future research and application designers.
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1 Introduction

Leveraging new technology has the potential to provide valuable insights and enable more in-depth
analysis beyond traditional human capabilities. Large Language Models (LLMs) are extensive neural
network-based Machine Learning (ML) models trained on massive amounts of internet-based text.
These models are designed to comprehend and generate text in a human-like way. For example,
Generative Pre-trained Transformer (GPT) refers to a series of LLMs, including ChatGPT ! which
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was primarily developed for conversational response and was first released in 2022 by OpenAl
2, With an estimated over 100 million monthly active users, it became the fastest-growing app in
history [52]. Following its official release, ChatGPT has attracted considerable attention and can
be applied to a broad range of applications, such as translating text, debugging code, summarizing
documents, and scheduling appointments. Zhao et al. undertook an extensive literature review,
summarizing the available resources for developing LLMs and exploring their applications in
healthcare, education, finance, law, and research [73]. With the industry attention captured, Google
introduced an LLM named Bard in March 2023, which was later rebranded to Gemini 3. Some
LLMs such as BERT [19], Alpaca [61], LLAMA [63], etc, have been made open source. While GPT
demonstrates strong capabilities, LLMs like ChatGPT are proprietary technologies. The transparency
of model parameters and pre-trained data may be lacking. In addition, several publications have
highlighted its inherent limitations, such as lack of understandability, incorrect or nonsensical
response (i.e., hallucinations), and ethical concerns [37, 40, 72]. These concerns may include potential
biases in responses, privacy breaches, sustainability concerns, and the risk of misuse.

Given that LLMs are language models capable of analyzing textual data, we aim to investigate
their potential to assist with qualitative analysis, particularly in the context of thematic analysis
(TA) for semi-structured interviews. We call this approach LLM-Assisted Thematic Analysis (LATA).
Specifically, TA was first introduced by Braun & Clark and is a method used in qualitative research
to identify, analyze, and report patterns from a dataset such as interviews or written materials
[8]. Their six-phase framework has become a widely used and valuable method to understand the
perspectives and experiences of individuals and communities [9]. Nevertheless, performing TA may
require considerable manual efforts and resources in terms of time, expertise, and specific software
for managing and analyzing qualitative data. Kiger & Varpio highlight that findings from TA may
be unconvincing or unsupported due to overlapping themes, inconsistency, and lack of outstanding
data extracts [34]. Moreover, different researchers may have various findings and interpretations
[45]. Therefore, we are motivated to explore the possibilities, techniques, and limitations through
a detailed pilot study using LLMs. Unfortunately, interview data annotated using the 6-phase
framework is not widely available. Thus, we gathered our own data and conducted TA. As a pilot
study, we selected the topic of data generation experiences from Online Social Networks (OSNs)
as it has some known themes or challenges that should surface in our analysis alongside novel
insights driven by our participants’ experiences. Existing challenges include managing large and
diverse data, handling noise and heterogeneous content, adapting to dynamic information in OSNs,
and creating efficient data mining algorithms for social interaction analysis [54]. As early work,
our questions are exploratory and include:

e RQ1: How do researchers collect data from OSNs, and how can we enhance it?

e RQ2: How do the outcomes of LATA compare to those obtained via human experts?

e RQ3: How effectively can LLMs assist in the inductive TA process, and what are some
limitations?

To answer these questions, we collected questionnaires, including demographic information, and
then conducted a need-finding interview case study to gather firsthand opinions from researchers
about OSN data collection experiences. Using the 6 phases TA framework proposed by Braun and
Clarke [8], we first analyzed the interview content manually. We then deliberately instructed GPT-4
to conduct a similar process using our interview transcriptions. We draw comparisons between
GPT-driven and manual TA, discussing opportunities and challenges. We further experimented
with TA using another leading LLM, Google Gemini 1.5 Pro and discussed the overall design

Zhttps://openai.com/
3https://gemini.google.com/
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implementation of LATA. The general method employed in this study is illustrated in Figure 1. Each
component is discussed in subsequent sections. We observed moderate agreement between excerpts
selected by GPT-4 and human raters (Cohen’s Kappa = 0.72). The final theme summaries showed
LATA comparable to human analysis in our dataset, with cosine similarity scores ranging from 0.45
to 0.76 from GPT-4 and 0.37 to 0.54 from Gemini. The answers to these research questions offer
insights for refining prompts and establishing benchmarks for automating TA. In addition, from
the interview content, we identify existing obstacles in OSN data collection and discuss strategies
to enhance the user experience of next-generation data collection systems.

Recruitment Thematic Analysis
(Email Invitations) (Inductive Coding)
l R R Human vs GPT4  Gemini 1.5 Pro
Pre-Assessment
(Informed Consent & Questionnaire) Phase 1 Phase 2 Phase 3
Familiarization Initial Coding Search Themes
—_—

@ > B > [EE -

Interview Session

(Semi-Structured 30-45 mins)
Phase 4 Phase 5 Phase 6

l Review Themes Define Themes Write Report
[rye—
Transcription > @ fffff > 5= >
Neoas

(Transcribed, Verified, De-Identified)

Fig. 1. Overall methods used in this study

2 Related Work

We discuss qualitative analysis using LLMs and survey current works on data collection from OSNs.
We acknowledge that Twitter rebranded to X.com in July 2023; however, as our research commenced
prior to this change, and our discussions with participants often referenced the platform as Twitter
and its content as Tweets, we will continue to use these terms for consistency.

2.1 LLMs Prompts

The input query for LLMs, known as the prompt, is a textual input in the form of instructions,
questions, or other data. A prompt is typically crafted by a person and is expressed in human
language. Andrej Karpathy, former Tesla head of Al tweeted that “The hottest new programming
language is English” [33]. Responses from LLMs are greatly influenced by the specific prompt given.
Strobelt et al. note that identifying a suitable prompt for new NLP tasks requires multiple trials [60].
They also emphasized that variation in prompt templates and wording could result in significant
differences in terms of accuracy [60]. Therefore, prompt engineering is becoming essential for
effective communication with LLMs [65].

Prompt engineering often involves designing and refining prompts to ensure LLMs can compre-
hend and produce desired outcomes by in-context learning. Several strategies exist for crafting
prompts. For example, the Chain-of-thought (CoT) prompting assists LLMs in reasoning by breaking
down steps. This approach is particularly effective when providing a few examples (i.e., few-shot
learning) [64]. Further, it has been observed that in the Zero-shot (i.e., no example given) CoT ap-
proach, accuracy is increased substantially by adding the phrase “Let’s think step by step” [35]. The
author focuses on only logical reasoning, exemplified by addressing mathematical problems [35].
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In contrast, Arvidsson & Axell conducted interview studies and reviewed 28 related publications to
offer guidelines for prompt engineering for tasks or categories in reasoning, summarizing, persona,
disambiguation, etc. [4]. A prompt example in the persona setting would be, “I want you to act
as the system.” A prompt example could start with “Within this scope” to avoid disambiguation.
The authors recommend providing context to all prompts to prevent hallucination in the output
using open-ended prompts and adding more context tokens to prompts, which results in a more
detailed output. Regarding using specific keywords, the author also recommends emphasizing
subject and style keywords rather than focusing on connecting words [4]. To our knowledge, no
prompt recommendations are aimed explicitly at TA. Therefore, we designed and improved prompts
to produce a detailed TA and offer suggestions for this and similar use cases.

2.2 Qualitative Analysis using LLMs

Large Language Models (LLMs) like ChatGPT are gaining popularity for their ability to accelerate
many information tasks, including evidence that leveraging LLMs could assist with different kinds
of qualitative analysis. For example, ChatGPT appears proficient at various NLP tasks, including
data augmentation, sentiment analysis, and text classification [29]. Alizadeh et al. compared text
annotation techniques on news articles and Twitter data using open-source LLMs and Amazon
Mechanical Turk (MTurk) workers in various learning settings [2]. The authors discovered that
GPT-3 generally outperforms MTurk workers in binary and multi-classification tasks, providing
compelling evidence for utilizing GPT as a practical alternative for text annotation. Similarly,
Tornberg examined GPT-4 could achieve higher accuracy and lower bias than human classifiers
in binary classification on a publicly available Twitter dataset in Zero-shot learning [62]. In other
qualitative analyses, LLMs have been explored in evaluating or providing scoring for text data
[11, 39]. Shen et al. highlighted that the rapid development of LLMs has significantly impacted
multiple aspects of social computing research, including data collection, generation, and analysis;
however, there is currently an absence of well-defined guidelines for conducting such research [56].

Thematic analysis (TA) is commonly used in qualitative research to extract meaningful insights
from textual data. The main frameworks can be broken down into 6 phases: familiarization, initial
coding, searching themes, reviewing themes, defining themes, and writing reports [8]. Very few
studies have explored the use of LLMs to assist in TA. One commonly employed method for coding
in TA is the deductive approach, in which researchers prepare and provide predefined codes with
definitions. A preliminary study used GPT-3.5 to perform deductive coding on four public datasets
and found that the level of agreement is comparable to human-only coders performing the same
tasks [14]. They also analyzed that human coders took much longer than GPT [14]. Similarly, Gao et
al. developed a web-based tool using GPT-3 to make code suggestions from excerpts and discovered
that employing this tool could reduce the workload of individual coding and improve mutual com-
prehension [25]. In another study, Xiao et al. found that GPT-3 using provided code definition and
examples (i.e., few-shot) has better agreement with human experts [68]. Their Cohen’s Kappa score
reached 0.61 for two categories but decreased to 0.38 when considering four categories. These studies
have shown that LLMs can be valuable tools for supporting deductive coding in qualitative analysis.

Another common coding approach in TA is the inductive method, where the codebook is not
provided prior. Paoli employed a similar 6-phase methodology to generate personas from 14 public
interview data with GPT-3 but focused on only two themes, achieving an acceptable level of quality
[18]. Mirroring this study, Paoli tested GPT-3 (3.5-Turbo) on two open-source interview datasets
and found GPT-3 could accurately identify or infer the majority of the themes [17]. Despite some
of the GPT-3 responses being inconsistent, the author suggests that using LLMs could serve as an
additional coder for verifying human analysis.
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Motivated by Paoli’s concept, Dai et al. designed a human-LLM collaboration framework for
TA and tested it on two other public datasets using mixed methods (i.e., inductive and deductive
approaches) [15]. The authors suggest that employing GPT-3 with only one human coder can achieve
performance comparable to that of two human coders in TA. Furthermore, Zhang et al. collected
perspectives on LLMs qualitative analysis and then used the web-based ChatGPT for streamlined
TA [71]. The authors offered several recommendations for crafting prompts in qualitative analysis.
However, we know no case study has been conducted to investigate all six phases of TA using only
LLMs. Considering the present literature, we utilized GPT-4 for conducting TA and applied it to
our interview transcripts using inductive coding in a Zero-shot learning environment. We then
compared each phase of the six-phase process proposed by Braun and Clarke [8] in detail.

To further test the feasibility of LATA, we experimented with Google Gemini, another cutting-
edge LLM with the potential to revolutionize areas such as education [32] and health [38]. A series
of recent studies have compared the performance of GPT and Google Gemini in various applications.
Qi et al. found that GPT excels in precision, while Gemini provides detailed and expansive answers
[48]. Another study demonstrates Gemini is exceptional in recall compared to GPT-4 for spam
email detection [41]. Our work adds to this body of work by exploring how these features of LLMs
will influence results in TA.

2.3 OSN Data Generation

We opted to conduct our own interview and focus on researchers’ experiences with collecting data
from Online Social Networks (OSNs). To give some background, OSNs are applications that create
online communities where people can share various data types such as text, images, and videos
with other users [55]. The most used platforms are Twitter, Facebook, Instagram, and Reddit [30].
In recent years, data from OSNs has been widely used toward research efforts in various fields such
as social sciences [54], business [20, 24], health [3, 6, 7], education [28], and transportation [50]. In
a meta-review of 229 studies, Snelson describes an increasing trend in OSN research, many using
quantitative and qualitative methods [57]. Utilizing natural language processing (NLP) techniques
for systematically analyzing qualitative data could reduce both cost and time [1]. However, collecting
and analyzing data from large social platforms can be challenging, particularly for researchers
without a software engineering background. Existing qualitative approaches to dataset generation
are often manual, time-consuming, expensive, and challenging to reproduce.

While several tools and methods are available for collecting data from OSNss, it remains a difficult
task. Researchers may be able to search existing datasets from Google Dataset Search * and download
them directly from open data sources such as Kaggle >, WHO ¢, UCI 7, CKAN ¥, and Linked Open
Data Cloud °. The most direct way to collect OSN data is using Application Programming Interfaces
(APIs) and their associate packages, such as the Python library Tweepy ° for collecting Twitter data.
Similarly, the Python package “quoras” can be used to collect multi-language data from Quora [16].
Many OSNs offer APIs that allow researchers to access data in a structured format. This can be a
quick and efficient way to collect data, but it may be subject to rate limits and often requires specific
technical skills to access. When APIs are unavailable or limited, an alternative method involves web
scraping, an automated process of extracting content from web pages. It can be applied to almost

4https://datasetsearch.research.google.com/?ref=jrashford.com
Shttps://www.kaggle.com/

Chttps://www.who.int/data

"https://archive.ics.uci.edu/

8https://ckan.org/

https://www.lod-cloud.net/

Ohttps://www.tweepy.org/
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all web pages and is often more flexible than APIs [22]. Following OSN data collection, researchers
commonly employ analytic techniques such as topic modeling, time series analysis, sentiment
analysis, and network analysis [26, 31]. Stieglitz et al. highlighted challenges, such as acquiring
high-quality data, identifying relevant topics, and presenting data meaningfully [59]. Kumar and
Goswami discussed difficulties in finding certain data representations for content and network
analysis [54]. During our interview, we aim to have a broader discussion with researchers across
disciplines to understand the challenges they face when collecting data from OSNs, the methods
they use to collect the data, and how they view future systems improving current practice.

3 Research Design

We conducted semi-structured interviews to generate data that would allow us to explore the
possibility of using LLMs to assist with TA. This section outlines the study undertaken to gain
insight into OSN data collection experiences. The study received approval from the Institutional
Review Board of the affiliated university (Protocol # 2037012-1). Figure 1 illustrates an overview of
methods used in this study.

3.1 Procedures

By sending email invitations to active faculty throughout the university, we recruited 14 researchers
from diverse backgrounds during the Summer of 2023. Before the interview, each participant was
asked to sign a consent form and complete an intake questionnaire. This intake questionnaire
included basic background information and survey questions related to data collection from OSNs.
Every study session had a scheduled duration of 45 minutes. The interview segment followed a
semi-structured format, featuring a consistent set of initial questions and follow-up inquiries based
on participant responses. The semi-structured approach allows us to explore each participant’s
experience, thereby gaining deeper insights into their process. The interviews were conducted
using Zoom and video/audio recording with participants’ permission. On average, these interviews
lasted approximately 22.42 minutes (SD = 5.94). Two interview sessions were not digitally recorded
and excluded from the duration calculation. Participants in this study did not receive compensation.
After completing our initial set of interviews, we reviewed our data briefly as a research team
and found that conversations were repeating information without new perspectives emerging. We
decided to discontinue recruitment because we had reached saturation and additional recruitment
was unlikely to provide new information or enhance the depth of our findings.

3.2 Participants

The majority of participants are affiliated with the same university. Only those with prior research
experience using OSNs were eligible to participate in the study. The age of our participants ranged
from 28 to 64 years old (M = 41.43, SD = 11.33). In terms of racial background, 10 participants iden-
tified as White, five as Asian, and one preferred not to identify. Regarding educational background,
10 (71.43%) held a doctoral or professional degree, while three (21.43%) had a master’s degree. Table
1 summarizes all participants’ demographic information and relevant project(s) discussed during
the interview. Each research topic was selected by the participant through discussion with the
interviewer to help ground conversation on their research experience involving OSNs. Gender
distribution shows eight (57.14%) of the participants identified as male and six (42.86%) as female.
Most participants, six (42.86%), have their primary research area in Social Sciences, including
psychology, sociology, and economics. This is followed by four (28.57%) specializing in business
and management. The majority of participants have substantial expertise in their respective fields.
Notably, 11 (78.57%) participants have over five years of research experience.
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Table 1. Summary of Participant Demographics and Research Topics

ID | Gender | Research Domain Yrs Expr. | Relevant Project(s)

P1 | Male Engineering & Technology | 6-10 Russian Twitterbots during 2016 election

P2 | Male Business & Management 6-10 Analysis of Grubhub food delivery reviews

P3 | Male Business & Management 11-15 Labor negotiations, ratification, and strike predictions
Using Graphic caption with low vision people, and build-

P4 | Female | Engineering & Technology | 20+ ing AAC communication devices to help speech impair-
ment

P5 | Male Social Sciences 1-5 Trump’s aggressive Twitter behavior

Investigate the relationship between stock price and Twit-

P6 | Male Business & Management 16-20 .
ter sentiments

P7 | Female | Social Sciences 6-10 Stereotype salience on Twitter

P8 | Female | Education A Public perceptions of the scientific method in COVID-19
Tweets

P9 | Female | Social Sciences 16-20 Exploring public opinions on social media marketing

P10 | Male Social Sciences 11-15 Geo-tagged Twitter data on food and water insecurity

P11 | Female | Social Sciences 6-10 Anti-Japanese and Korea boycott movement

P12 | Male Business & Management e Analysis of firm performance in relation to cybersecurity
breaches

P13 | Male Social Sciences 1-5 Study of personal satisfaction & time spent online

P14 | Female | Health Sciences & Medicine | 1-5 Fertility knowledge and emerging young adults

3.3 Thematic Analysis

3.3.1  Human Expert Analysis. Digitally recorded interviews were transcribed using audio files
via the online software Otter.ai. !! The transcriptions were reviewed and corrected manually to
ensure accuracy and quality. Personally identifiable information, if any, was then redacted from
the transcriptions. Using an inductive approach [47], two researchers iteratively double-coded
all 14 files using Dedoose!? and resolved disagreements through discussions with the research
team. Based on the initial interview questions and participant responses, we identified 51 codes
and merged them into 13 themes detailed in Table 3. This table presents information on theme
description, example excerpts extracted from the transcriptions, and basic statistics. For instance,
the theme Data Quality and Validation contains 18 excerpts from 13 participants, and an example
excerpt for this theme is from participant #2.

3.3.2 LLM-based Analysis. We aim to investigate whether traditional TA can be integrated into
LLMs as a complementary method. We followed the same methodologies by Braun and Clarke [8]
with an inductive approach, in which we asked GPT to open code for each transcription. We chose
to utilize GPT-4, initially released on March 14, 2023 and is currently the most advanced model from
OpenAI 3. According to tech report [44], GPT-4 performs much better than GPT-3. We used GPT-4
API (model: gpt-4) over the web-based chat system because of its flexibility and customized functions.
As a comparison, we also employed Google Gemini API (model: gemini-1.5-pro-latest) [51], which
was the most advanced model offered by Google at the time of the experiment. In both models, one
of the main parameters called Temperature controls the element of randomness of the output. This
parameter can be set from 0 to 2, with a default value of 1. A lower temperature tends to focus on
the most likely outcomes, producing more predictable and deterministic results. On the other hand,
a higher temperature value leads to more varied and creative outputs, but it could also increase the
risk of generating incoherent responses. Similar to many study approaches [13, 15, 69, 74], we set
the Temperature = 0 to ensure reproducibility. It gives us a more predictable response, although some

Uhttps://otter.ai/
2https://www.dedoose.com/
B3https://openai.com/
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variability may still persist. For example, one study shows that using a temperature setting of 0 yields
the best performance when using ChatGPT for code refinement [27]. Our interview scripts have not
been published online. Therefore, our data is unseen by the pre-trained LLM models. This will help
avoid overfitting issues and prevent LLMs responses from being memorized. Responses from LLMs
are highly sensitive to each prompt, so we have employed an iterative design approach, refining the
prompt for each phrase until we achieve an acceptable response. Regarding ethical considerations,
OpenAl asserts that data sent through the API will no longer be utilized to enhance its model as
of March 2023. Google also asserts that Gemini does not utilize prompts or its generated responses
as training data for its models. Finally, we compared the response from GPT-4 with manual TA
regarding accuracy, consistency, and depth of understanding. Moreover, we assessed the level of
agreement between excerpts selected and labeled by humans and GPT. We then computed cosine
similarities for the final reports. For simplicity, we refer to GPT-4 as GPT in subsequent sections.

4 Results
4.1 Survey Results

In addition to demographic information from participants, we also included a few survey questions
related to their experience in data collection from OSNs. As a supplement to the interview content,
these survey results help us better understand how to improve OSN data collection.

Table 2. Ranking Orders using Dowdall Scores for Challenge and Feature Items

Rank Challenge Items Score  Feature Items Score
1st Lack of Data Access 78.21 Historical data retrieval 65.77
2nd  Technical Challenges 35.45 User-friendly interface and navigation 44.54
3rd Managing time constraints 32.09 Advanced search filters and queries 43.93
4th Poor Data Quality 31.28 Real-time data monitoring and collection 32.16
Dealing with changes in social media plat- Integration with multiple social media plat-
5th s . . 26.02 24.94
forms’ algorithms and interfaces forms
. . C 1y Customizable data analytic, visualization
6th Dealing with potential biased content 24.81 . 22.29
and reporting
Deali ith 1 1 f data and in-
7th ca m.g With farge volumes of data and in 2240 Data Anonymization 19.48
formation overload
Ensuring data privacy and compliance with . .
8th . o 17.58  Collaborative Data Collection 18.67
ethical guidelines
9th Dealing with multilingual content 15.06

4.1.1 CSAT & Challenges Rankings. One of the survey questions seeks to evaluate end-user or
customer satisfaction (CSAT) with their existing data collection and analysis workflows, using
a 1 to 10 scale where 10 represents the highest level of satisfaction. The responses are ranging
from three to 10 (M = 5.79, SD = 1.93). To identify the current limitations in data collection from
OSNss, we presented participants with nine predefined challenges with OSN data collection and
analysis. We requested that participants rank these items according to their perceived difficulty.
One represents the highest level of challenge, while nine indicates the least. The selection of most
of these challenge items is designed based on relevant prior studies that have been identified.
Among the top three most challenging issues, 12 (85.71%) chose “Lack of Data Access,” followed by
eight (57.14%) for “Technical Challenges,” and six (42.86%) for “Poor Data Quality” Additionally, we
apply the Dowdall method [21], a Borda-ranked voting system modification, to assess the overall
significance of challenges in Table 2. The Dowdall scores range from 0 to 100. The higher the
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Fig. 2. Relationship between CSAT and Challenge Items Ranking. (On the X-axis, 1 signifies the most critical
challenge)

number, the higher the priority. It appears that managing time constraints poses a slightly more
significant challenge than dealing with data quality, albeit with a minor difference.

Figure 2 illustrates the correlation between CSAT and the rankings for each challenge item.
The size and colors of the points indicate their occurrence. The red-highlighted sub-figure(h) has
a statistically significant negative correlation (r(12) = -.66, p < .01). Figure 2 (e) “Dealing with
multilingual content,” and (h) “Dealing potential biased content” tend to have low priority and
less significance to participants who have lower CSAT scores. This may be understandable, as
researchers might need to address other challenges before delving into how to handle potentially
biased content. Conversely, subfigure (f) exhibits a slightly positive trend. Participants who express
less satisfaction with their current workflow tend to perceive dealing with extensive data as a more
significant challenge. Similarly, (d) “Managing time constraints” shows a positive trend, and (i)
“Dealing with changes in social media platforms such as algorithm and interfaces” were ranked as
being more challenging, corresponding with lower CSAT scores.

4.1.2 CSAT & Features Rankings. In addition to challenge ranking, we asked participants to rank
eight predefined features they found valuable in a data collection tool from OSNs. The ranking 1
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(a) Real-time data collection (b) Historical data retrieval (c) Advanced search filters (d) User-friendly interface

.1
o:
T z 3 ) B 5

7 i 3
Importance Rank Importance Rank

Satisfaction Level - CSAT

Satisfaction Level - CSAT

Satisfaction Lmevel CSAT

Satisfaction L:evel - CSAT
|

° 1

7 a 5 3
Importance Rank

10 2 6

I 3
Importance Rank

(e) Collaborative collection (f) Customizable analytic Integrate multiple platforms (h) Data Anonymization

Q
-

10 10 .

8 "8 o e

6 —e__e

.
s .9

Satisfaction Level - CSAT
Satisfaction Level - CSAT
Satisfaction Level - CSAT
o e . .
Satisfaction Level - CSAT

o1

2 6 & 10 2 6 10 0 2

a : 3
Importance Rank Importance Rank

10 2 6 10

3 3 s 3 3
Importance Rank Importance Rank

Fig. 3. Relationship between CSAT and Features Items Ranking. (On the X-axis, 1 signifies the most desired
feature)

represents the most important to them, while 8 is the least important. We selected these features
because they are crucial for establishing a comprehensive, efficient, and ethically responsible OSN
data collection platform. Table 2 displays the average feature ranking as determined by the Dowdall
method. Notably, having collaborative data collection ranks as the least desired feature.

Similarly, Figure 3 shows relationships between these feature items ranking and CSAT scores.
Overall, having the “Historical data retrieval” feature is the most desired functionality (M =2.36,
SD = 1.87). Participants with lower CSAT scores consider it more important, as seen in sub-figure
(b). The next desired feature is (c) “Advanced search filters and queries” (M = 2.93, SD = 1.28) with
moderate negative relationships, where people with higher satisfaction find it more valuable. Third
is (d) “User-friendly interface and navigation” (M = 3.43, SD = 2.03). On the contrary, participants
assign low priority to features in (h) “Data Anonymization,” (e)“Collaborative Data Collection,” and
(g) “Integration with multiple social media platforms”

4.2 Thematic Analysis by Human

We provide a summary of 13 emerging themes. Table 1 has a comprehensive list of discussion topics
covered in the participant interviews. This analysis section was completed prior to GPT and was
not influenced by any responses generated by GPT.

4.2.1 Research Field and Background. We begin the interview by inviting participants to give a
brief overview of their research backgrounds. Our diverse participants include finance, education,
social science, business, and hospitality faculty members.

4.2.2 Research Questions and Motivations. Our study involved a diverse group of experts focusing
on various OSN-related projects. P1 investigated Russian Twitter bots’ influence during the 2016 U.S.
election, while P2 analyzed Grubhub restaurant reviews. P7 and P8 delved into public perceptions
and understanding related to COVID-19 using Twitter data. P13, a sociologist, examined the impact
of Instagram on teenage girls’ body image and noted TikTok’s rising generational significance. All
participants were enthusiastic about discussing their research projects and explaining their choice
of topics, including cybersecurity, cyberbullying, and financial services.
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Table 3. Summary of Manual Analysis Theme and Basic Statistics. The second column #E represents the
number of excerpts in the theme, #M denotes the count of media(interview transcriptions) fitting that theme.

Theme (E, M) | Description Example Excerpt
‘M h is hybrid. So fi 1 ti
Research  Field Discussing job role, general re- YR e e e
(11,11) . during summer or winter when I have free time, I
and Background search background, and domains . . . o
am interested in economics related topics” (P9)
Research  Ques- Explaining the research questions | “I'm very interested in learning how people, in
tions and Motiva- | (36,14) | and motivations behind a project | general outside the classroom environment, un-
tion related to OSNs derstand science and think about science.” (P8)
General Data De- (24, 13) Indicating description of the data | “Icollected 12 million tweets because we collected
scription i size, and time taken to collect, etc 15,000 tweets per day for 800 days” (P7)
“I think it lled the T Twitt hive.
Data Collection Pointing out data collection and the HicL was ca jed e Srump CWIHer arciive
(38, 14) So we collect 10,000 tweets within a certain pa-
Method source of the data N
rameter.” (P5)
Bsien Gty el Highlighting the uses of specific | “thatwasjusta loF of cbecking of d.iﬂerent reviews,
Validation (18, 13) | methods to ensure and improve data | ..., and then also just kind of making sure that the
quality right reviews were with the right restaurant.” (P2)
“The main challenge was the version two AP, at
. Discussing challenges or issues | that time was like a very recent rollout. And so
Data Collection . . . . . .
(18,12) | faced by the participant before ana- | the, like parameter information on Twitter like
Challenge . . .
lyzing the data own guide for how to use its API was not fully up
to date” (P7)
Data Preprocess- @ 5) Mentioning the criteria of cleaning | “If most of the tweet has words that are not in
ing ’ the data before analyzing English, remove the tweet” (P7)
h f th in th
Data  Analytic Describing methods, tools, or mod- 091'1nt oW many 0, these words in the tweets
(28, 14) positive versus negative words, and then create
Method els used to analyze the data . .
some sort of overall sentiment for the tweet.” (P6)
. Demonstrating challenges or issues | “our models were not that complicated. But it
Data  Analytic . . L .
Challence (11,7) | encountered during the analysis | would be frustrating if something happened, and
& process you lost it” (P4)
Referencing method or software | “Ikeep that on a sort of a thumb drive backed up,
Data Storage (5,5) N
used to store the collected data you know, by a password.” (P5)
Considering an opinion about the | “I think it’s very dependent on the user of the
Ethical Consider- (17,12) privacy and ethical practices during | internet and the tools or resources that they have
ation ’ data collection and publishing re- | access to that they should have no expectation of
sults privacy” (P3)
. Noting the number of people in-
P t Collabora- « . i
tif)(ﬂec ofabora (11,10) | volved in the project and back- | “So this team had four people on it (P4)
ground of their collaborator(s)
Discussing future improvement and | “Oh, God, I would like to not spend so much time
Future Improve- i . . -
- (17,11) | any additional suggestions for fu- | trying to wrangle the API; that was such a pain in
ture projects the neck.” (P1)

4.2.3 General Data Description. Beyond the technical challenge of data collection and analysis, it
is crucial to discuss and understand the inherent characteristics of the data. Strategically planning,
such as selecting the right collaborator or data source, is invaluable. Four participants mentioned
that their data volume ranged from hundreds to millions of records, collected over weeks to several
months. While most participants worked with English text, two worked with data in other languages.
For example, P10 worked with a multi-language dataset, and P7 examined the activity of Portuguese
speakers on Twitter in Brazil.

4.2.4 Data Collection Method. Most participants employed multiple methods to collect data from
OSNs, ranging from web crawling and API usage to manual data collection. Specifically, more
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than one-third of the participants (P1, P2, P7, P8, P11) utilized APIs. These individuals either had
a technical background or collaborated with technically proficient co-authors. P2 specializes in
scraping a large volume of reviews, especially in the hospitality industry, where online reviews are
accumulated. P8 stressed the importance of using short and unique search terms for effective data
collection. P11 found around 30% of the collected data from API was irrelevant and had to change to
manual curation. Almost half of the participants (6/14) engaged extensively in manual data collection
work. P3 manually reviewed Reddit posts and multiple news sources to gather insights, highlighting
the time-sensitive content of some events. P6 mentioned the possibility of purchasing pre-collected
datasets, but he did not find suitable data for his specific research needs. Crowdsourcing platforms
such as MTurk and Cloud Research were also discussed as data collection options.

4.25 Data Quality and Validation. Participants indicated that the success of their analytical efforts
often hinges on the quality of the data. Similar to prior work, the idea of “Data Cascades” refers
to accumulating events stemming from data influencing downstream analysis results [53]. This
discussion emphasizes the negative consequences of traditional Al practices and generative Al
when data quality is overlooked. Most participants engaged in the manual data review to improve
data quality. P1 conducted spot checks on a small subset of data before relying on third-party
software for broader screening. P2 conducted extensive manual checks randomly, reviewing as
many entries as possible, though not all. P14 raised concerns about the possibility of social media
posts originating from bots and often verified this through available IP addresses. P5 highlighted
the potential pitfalls of using data-mining techniques. Despite the longer timeframe, their research
involved manual coding with collaborators to ensure code reliability, similar to P6, P8, and P12.
Based on human judgment, P3 utilized multiple data points and rated similar content for trust-
worthiness. Overall, these participants’ collection experiences emphasized the crucial connection
between data quality and the effectiveness of analytical pursuits.

4.2.6 Data Collection Challenges. Most of the participants faced challenges with collecting and
prepossessing datasets from OSNs. Participants raised concerns about misinformation and data
accessibility. For example, P5 said ‘T sought to use Twitter’s APL it is incredibly, I think, difficult to
use. It’s not easy to get access.” Two participants expressed the need for collaboration with other
researchers to overcome challenges.

4.2.7 Data Preprocessing. Data cleaning is a standard step before undertaking data analysis. While
this approach is common for data scientists, it might be less familiar to individuals from other
backgrounds. Some of the participants anonymized and classified the dataset manually. Notably,
participants frequently gathered more data than they ultimately used, often beginning their research
with a small, exploratory sample. Participants frequently used Natural Language Processing (NLP)
libraries for text data. These tools remove stop words and generate fundamental statistics, such
as word count and sentiment scores. P7 set the filter to collect only English tweets but observed
language other than English requiring manual removal.

4.2.8 Data Analytic Method. Participants adopted various standard analytical techniques to process
data from OSNSs. A significant number of the participants used sentiment analysis for textual data.
Other participants have used topic modeling, regression models, statistical methods, and word
embeddings. Most of participants (9/14) have employed quantitative analysis on their projects,
utilizing tools like Stata, SPSS, and R packages.

4.2.9 Data Analytic Challenge. We asked about their challenges while the participants used data
analytic techniques and tools. Half of participants (7/14) encountered difficulties. Participants faced
technical issues, missing packages, and the need to convert existing scripts to other programming
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languages. As P7 described, ‘T believe it’s like a java file, and I'm not well versed in that, so I was trying
to convert it into a python file.” Participants emphasized the need to know the limitations of machine
learning to apply them without challenges. Participants who used sentiment analysis experienced
problems due to removing the stopping words, reading textual data, and picking a scoring system.

4.2.10 Data Storage. Proper data storage is especially critical for OSN data collection due to
the sensitive nature of user-generated content. Ensuring robust and secure storage not only up-
holds the integrity of the research but also safeguards users’ privacy. Many participants use
password-protected cloud storage, complemented by thumb drives. Some participants emphasized
the importance of securely managing the data, as P5 stated, “Only the people who are working on
that research project have access to that information”. Any oversights could jeopardize the study’s
credibility, the researchers’ reputation, and the risk of data loss.

4.2.11 Ethical Considerations. The ethical considerations show the common opinion of the partici-
pants regarding the OSN data. P1, P2, P3, and P4 delved into the right of ownership of the data
published on social media platforms. While some participants (3) mentioned the importance of the
IRB approval, P8 and P5 highlighted the issue of obtaining consent for collecting publicly available
data ‘T really can’t get consent from anybody because you don’t know who they are, you don’t know if
they have like serious accounts or not.” (P8). Removing identifiable information was addressed as
crucial for ensuring the anonymization of users.

4.2.12  Project Collaboration. None of the participants worked on the project individually. They
collaborated with graduate students or professionals from different fields, reflecting the interdis-
ciplinary nature of most projects. A typical research team consists of 2 to 3 members, and their
collective expertise helps address complex and technical challenges.

4.2.13  Future Improvement. Participants provided suggestions for future enhancements, empha-
sizing the need for better research platforms and resources. P5 and P7 indicated the significance
of access to historical and open data. P9 advocated for a dedicated social media data collector to
ensure objective results and broader data capture. Meanwhile, P14 called for platforms to provide
educational resources and guidance for budding researchers.

4.3 Thematic Analysis by GPT

We began the experiment with GPT-4 and later incorporated Gemini. Presently, directly requesting
GPT to conduct a TA without supervision is not practicable. We carefully crafted effective prompts
and input data for each step to facilitate a comprehensive TA using the OpenAI API These prompts
at each stage were initially inspired by Paoli’s work [17] and were further refined based on GPT
responses. The following sections highlight the prompts optimized for effectiveness at each stage of
the TA process. Specifically, adjustments were made to ensure they generated relevant and detailed
outputs that facilitated the identification of themes and extraction of insights from the data. All
resulting tables were organized by authors using content generated from GPT.

4.3.1 Phase 1: Familiarization. We ask GPT to get familiar with the data using each interview text.

Prompt: “Please get familiar with the provided interview transcription or meeting minutes. Each
interview is one-on-one. There should be only two speakers recorded. Please provide a maximum of 2
sentences summary for the interviewee based on the transcriptions or meeting minutes. Here is the
interview from Participant {ID} {interview content}”
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Table 4. Summary of Interview for each Participant by GPT

ID| Interview Summary

The interviewee is a data engineer who supports researchers in data collection and management for numerous projects at the
university. They have a particular interest in the ongoing information war between major powers and the potential manipulation
of public opinion through large language models and have worked on a project analyzing the impact of Twitter bots during the
2016 elections.

The interviewee is an assistant professor in the Hospitality and Sport Business Management Department, with a background in
revenue management for hospitality applications. Their research involves using big data methodologies to analyze online reviews

of hospitality products, with a focus on how these reviews impact a property’s profitability and the importance of responding to
reviews.

The interviewee is a teacher of a human relations administration course, focusing on understanding workplace dynamics,
particularly employee-employer relationships. They incorporate analytics into their coursework, using real-time events for
project-based learning, and have previously conducted a project analyzing sentiments during labor negotiations between UPS
and the Teamsters Union.

Participant #4 is a researcher who primarily focuses on accessibility for people with disabilities and natural language processing.
They have used social media data, particularly from Twitter, to develop technologies that could be useful for people with
disabilities, and have also worked on projects involving sentiment analysis and predictive algorithms for communication devices
for people who cannot speak.

The interviewee is a researcher who focuses on media effects from a quantitative communication perspective, particularly in
sports and science. They have conducted a project analyzing cyberbullying tactics used by former President Donald Trump on
Twitter, and they emphasize the importance of ethical considerations, data anonymization, and manual coding in their research
process.

The interviewee is a researcher in Finance, specifically in asset pricing. They discussed a project they worked on that aimed to
6 | determine if tweets influence stock prices, detailing the process of data collection, analysis, and the challenges they faced, such
as data organization, classification, and ensuring data quality.

The interviewee is a researcher who studies discriminatory behavior, specifically decision making and prejudicial behavior on
social media. They have conducted a project where they collected tweets to analyze changes in stereotypes associated with
Asians due to the COVID-19 outbreak, using tools like Twitter API, BeautifulSoup, Glove for word embeddings, and WEAT for
comparing stereotype distance.

The interviewee is a science educator who conducts research in the field of science education, specifically focusing on how people
of all ages understand science. They have recently been interested in the public understanding of science, using social media as a
source of data, and have conducted a study analyzing tweets related to COVID-19 to understand how people conceptualize the
nature of science.

Participant #9 is a researcher with a PhD in Social Science in Economics and a master’s in statistics. They have worked in the
pharma industry for many years and their research is a hybrid of economics and teaching, often involving the collection of fresh
datasets for students to analyze. They have previously guided students on social media development and marketing, specifically
researching the impact of social media marketing over time.

Participant #10 is conducting a research project that involves analyzing Google reviews of parks and geotagged tweets related
to food and water insecurity, with a focus on English and Swahili languages. The participant uses Twitter Archiver and NLP
models like BERT and GPT for data collection and analysis, and is interested in misinformation tweets and social issues like
misinformation, conspiracy theories, populism, polarization, and extremism.

Participant #11 has experience in manual data curation from online social networks, specifically from the UN conference data
where they downloaded 800-900 speech scripts from different countries. They have also worked on a project involving Twitter,
where they scraped tweets using specific keywords, and expressed interest in the NLP expansion and models of SMIDGen, and
would like to see features that can find different languages, hashtags, and multiple keywords.

The interviewee is a researcher in the field of cybersecurity, focusing on the behavioral aspects of cybersecurity, particularly
employee-related behaviors that could pose a threat to an organization’s cybersecurity. The interviewee’s research involves
analyzing data from various sources, including publicly available data on companies and data from social media, using software
for sentiment analysis and manual review processes.

The interviewee is an academic advisor in the Department of English at a university, with a background in sociology. They have
experience in conducting research, particularly in the field of social sciences, and have used datasets such as the General Social
13| Survey for their work. They have also utilized social media to gather survey responses and expressed interest in the potential of
social media data for sociological research, particularly in studying attitudes and behaviors related to race, gender, and political
polarization.

The interviewee is a nurse practitioner who conducted research on fertility knowledge among young adults in America, aged
14| 18 to 25. She used crowdsourcing platforms like MTurk and Cloud Research to collect data, and used Excel and Jump for data
analysis, focusing on knowledge rather than sentiment.
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The responses from GPT are detailed in Table 4. Each summary demonstrates a comprehensive
understanding of the interview content and aligns with human analysis in Table 1.

4.3.2  Phase 2: Generating Initial Codes. We ask GPT to code interesting excerpts systematically.

Prompt: ‘T would like you to perform qualitative coding for an interview or meeting minute. I
would like to see the results in a table. The first column is the code name. Each code should have less
than 4 words. The second column is the code definition. Each definition should have less than 15 words.
The third column is the total number of excerpts identified for that code. The fourth column displays
all excerpts for that code. Do not shorten. Keep the original excerpts. You should not code the questions
asked by the interviewer. You should apply codes to excerpts such as sentences or parts of sentences. For
each interview, you should identify 10-20 codes. Please return the table as a JSON object. Here is the
interview from Participant {ID} {interview content}”

Per our inductive approach, We did not supply a codebook but requested GPT to perform open
coding. GPT produced 54 unique codes, comparable to human analysis (i.e., 51). While not all are
expressed in the exact wording, some codes share similar semantic meanings. The total number
of excerpts selected by GPT was 176, while human analysis identified 243. Table 5 shows the full
list of code names. Multiple codes share similar meanings because GPT processed each interview
independently, posing a challenge for GPT to compile a complete code book autonomously. Overall,
46 (85.19%) initial code names generated from GPT are similar to the manual analysis. They either
match the name exactly or can be inferred semantically. In contrast, 8 (14.81%) initial codes such as
“Research Transparency,” “Teaching Role,” and “Social Media Research” were overlooked previously
from human coding,.

Table 5. Initial Codes Generated by GPT. #E represents the number of excerpts identified. Codes in bold
indicate matched semantically with human analysis

Code Name #E| Code Name #E| Code Name #E
Data Collection 32 | Project Challenges 2 | Data Incorporation 1
Data Analysis 22 | Project Duration 2 | Project Example 1
Data Quality 11 | Team Size 2 | Data Annotation 1
Ethical Considerations 11 | Project Description 2 | Computation Limitations | 1
Research Area 8 | Data Management 2 | Data Privacy 1
Challenges 5 | Data Processing 2 | Collaboration 1
Trending Topics 5 | Data Volume 2 | Research Team 1
Data Challenges 5 | Research Topic 2 | Research Transparency 1
Improvements 4 | Research Question 2 | Research Tools 1
Social Media Research 4 | Data Source 2 | Data Limitations 1
Data Collection Challenges | 3 | Data Sources 2 | Data Usage 1
Data Storage 3 | Data Collection Method 1 | Qualitative Research 1
Future Improvements 3 | Data Quality Verification 1 | Research Focus 1
Data Quality Assurance 3 | Privacy Concerns 1 | Data Collection Need 1
Data Cleaning 3 | Project Improvement 1 | Data Analysis Tools 1
Data Collection Tools 3 | Data Documentation Importance | 1 | Qualitative Analysis 1
Role Description 2 | Research Background 1 | Social Media Data 1
Research Interest 2 | Teaching Role 1 | Data Collection Service 1

4.3.3  Phase 3: Searching for Themes. We ask GPT to organize codes and identify potential themes.

Prompt: T would like you now to search for themes as part of thematic analysis. I will give you
the code name and code definition. You should determine which code can be merged together based
on commonalities or overarching concepts. I would like to see the result in a table. The first column is
the name of the theme. The second column is all codes that fit into the theme. The third column is a
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brief summary of the theme. Please return the table as a JSON object. Here are the codes and their
definitions {response form Phase 2).”
The response from this Phase is Trial #1 in Table 6. We discuss the result in the next Phase.

4.3.4  Phase 4: Reviewing Themes. We ask GPT to review the meaning of each code and related
themes.

Prompt: This is the same prompt as in Phase 3.

We used the same prompt as in the previous phase. However, we adjusted the temperature
setting in this phase to capture additional information that might have been missed In general,
setting Temperature = 0.5 often offers a blend of creativity and coherence, and Temperature = 1
could exhibit greater creativity and capture excepted outputs. This approach allows us to request
GPT re-evaluate the data to generate less predictable themes that may provide additional insights.
Upon manual inspection of the themes and descriptions, we present results from four experiments
and display them in a separate column (Table 6). Each trial yielded approximately 7 to 10 emergent
themes, with some codes remaining ungrouped. For instance, Trial 1’s themes encompassed 49
unique codes, while Trial 4 covered the fewest, with 41 unique codes. The initial 5 themes (i.e.,
rows) in each trial exhibit strong similarities, while subsequent themes demonstrate variations in
naming. The themes will be finalized in the next phase.

Table 6. Themes Identified by GPT. Each column is the response from GPT, and the parameter T (tempera-
ture) regulates uncertainty. n represents the number of unique initial codes covered by all themes.

Trial 1 (7= 0, n = 49) Trial 2 (T= 0.5, n = 45) Trial 3 (T= 1, n = 49) Trial 4 (T= 1, n = 41)

Role and Research Informa-

Ethical and Privacy Consid-
erations

Ethical and Privacy Consid-
erations
Project Management and

Ethical and Privacy Consid-
erations

Research Context Research Profile Participant Information tion

Data Collection Data Collection Data Collection Data Collection

Data Analysis Data Analysis Data Management Data Analysis
Dat: lity and M -

Data Quality mijt Quality and Manage Data Analysis Data Quality

Ethics and Privacy

Challenges and Improve-

Project Management Project Logistics

Improvement ments

Data Sources and Use Project Details
Data Management

Other Research Aspects

Data Management

Data Usage

Research Tools and Sources
Special Research Areas

Future Aspects
Research Tools

4.3.5 Phase 5: Defining and Naming Themes. We ask GPT to refine the specifics of each theme and
determine what aspect of the data each theme captures. We set the temperature parameter back to
0 to ensure greater reproducibility.

Prompt: “Please review all the themes and revise them if needed. Please provide a summary of
each theme. The results should be presented in a table. The first column is the name of the theme. The
second column is codes associated with the theme. Every unique code from the original data should be
included and only once. The third column is a brief summary of the theme. Please return the table as a
JSON object. Below are the themes, codes, and original summary of the themes: {themes).”

Using the previously selected themes from multiple trials, descriptions, and codes, GPT refined
its analysis to produce a final theme. Table 7 shows the 11 refined themes from the initial codes.
This final theme table covers 45 unique codes, comprising 153 excerpts. GPT omitted 9 initial codes.
Except for the themes of “Research Tools and Sources” and “Special Research Areas”, the remaining
8 (80%) of the generated themes by GPT align with the manual analysis themes listed in Table
3. There are 3 codes that overlap with the themes. For example, the initial code “Data Collection
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Tools” was categorized under both the “Data Collection” theme and “Research Tools and Sources.”
Although we directed GPT to minimize code overlap, this aspect is beyond our control. Overall,
human experts labeled 18.7 excerpts per theme on average, while GPT coded 15.3 per theme on
average.

Table 7. Final Theme by GPT. #E indicates the number of excerpts. #M represents the number of transcrip-

tions that align with the theme. Themes names in bold are matched with manual analysis

Theme Description Codes Merged (E, M)
Data Analy- | Encompasses the methods and tools used for | Data Analysis, Data Analysis Tools, Qual- (24, 12)
sis data analysis, inclusive of qualitative analysis. | itative Analysis ’
Data Collection Method, Data Collecti
Details on the methods, tools, challenges, and ata f-ollection L0 . ata L-ofiection
Data Collec- needs associated with the process of data col- Challenges, Data Collection, Data Collec- (a1, 19)
tion . p tion Tools, Data Collection Need, Data Col- g
lection. . .
lection Service
Involves the importance of documenting data .
Data Manage- . Data Documentation Importance, Data
collection methods and the methods used to (6, 6)
ment Storage, Data Management
store and manage data.
Relates to th thod. loyed t ify, . . . .
. cates to the methods emp oyed o VeIt | 1yt Quality Verification, Data Quality,
Data Quality | maintain, and assure the quality and accuracy . (15, 10)
Data Quality Assurance
of data.
Data I tion, Data U. , Dat:
Relates to how data is used, processed, cleaned, ata ncorporation, ata Lsage, Jata
Data Usage . Volume, Data Cleaning, Data Processing, | (10, 6)
and annotated in the research. .
Data Annotation
Ethical and | Covers concerns and considerations related . . . .
. . L Privacy Concerns, Ethical Considerations,
Privacy Con- | to privacy and ethics in the process of data . (13, 11)
q q . X Data Privacy
siderations collection and analysis.
Project I t, Project Chall §
. Focuses on the management aspects of the re- roject improvement, Froject - hia enges
Project Man- . . R . Project Duration, Team Size, Future Im-
search project, discussing challenges, improve- (16, 10)
agement . . . provements, Improvements, Collabora-
ments, duration, team size, and collaboration. R
tion, Research Team
The context of the research, including the | Role Description, Research Interest, Re-
Research participant’s role, their research interests and | search Background, Teaching Role, Re- (20, 14)
Context background, the main area or topic of their | search Area, Research Topic, Research g
research. Question, Research Tools, Research Focus
Research Tools | Refers to the tools used for data collection and | Data Sources, Data Collection Tools, Data @ 1)
and Sources analysis, as well as data sources. Analysis Tools, Research Tools ’
F ialized f th h
Special Re- | | c1o¢s Of speciatized areas of Hhe Teseare Social Media Research, Social Media Data,
like social media research and qualitative re- o (6, 3)
search Areas search Qualitative Research

We computed Cohen’s Kappa and Percent Agreement using ReCal[23] to measure inter-rater

reliability (IRR) between raters (i.e. GPT and humans). Due to the inductive approach employed,
excerpts selected from humans and GPT exhibit many variations. Consequently, we inspected each
excerpt and aligned them when there were overlapping sentences or words. We prepared two
datasets to calculate agreements. One dataset has 242 excerpts that are selected from all the human
and GPT. The other dataset has 111 excerpts that were selected only from GPT. To highlight, humans
missed 4 excerpts that GPT selected. To give an example, the excerpt “I use social media, I do a
lot of things on like opinions and attitudes... P(13),” was missed in the human analysis. Including
these four excerpts scarcely appears to modify the interpretation of the overall themes and data,
so we excluded it. Furthermore, the IRR was computed based on 8 matching theme levels (bolded
in Table 7) because labels were originally assigned under different code names between raters.
We present results in Table 8. The overall Cohen’s Kappa value reached 0.72 (Percent Agreement
93.02%) when considering only GPT selected excerpts, indicating moderate agreement as suggested

Proc. ACM Hum.-Comput. Interact., Vol. 9, No. 2, Article CSCW124. Publication date: April 2025.



CSCW124:18 Qile Wang, Moath Ergsous, Kenneth E. Barner, & Matthew Louis Mauriello

Table 8. Human and GPT Agreement

Theme All Excerpts (n = 242) GPT Selected Excerpts (n = 111)
Cohen’s k % Agreement Cohen’s % Agreement

Data Analysis 0.14 42.56 0.71 92.79

Data Collection 0.1 38.02 0.44 82.88

Data Management 0.04 45.45 0.88 99.1

Data Quality 0.11 45.04 0.9 98.2

Data Usage 0.03 43.39 0.47 94.59

Ethical Consideration  0.12 45.87 1 100

Project Management  0.13 36.36 0.44 79.28

Research Context 0.12 44.63 0.88 97.3

Mean (SD) 0.10 (£0.04) 43.67 (£3.57) 0.72 (£0.23) 93.02 (£7.79)

in [43]. Since humans had selected 131 more excerpts than GPT, the average Cohen’s Kappa score
was 0.10 (Percent Agreement 43.67%) when considering all experts from both raters.

4.3.6  Phase 6 Writing the Report. We ask GPT to provide a detailed analysis of each theme with
associated data extracts.

Prompt: “As the final stage of thematic analysis, please provide a summary and insights for the
themes based on the excerpts. Please keep it concise and the summary should not exceed 100 words.
You may mention a few quotes with the participant ID. Below are the themes, excepts, and participant
ID: {data}.”

Table 10 summarizes each theme derived from GPT. For more precise visualization and space
efficiency, we substituted most of the term “participant” with the abbreviation “P” The remainder of
the content in the second column originates directly from GPT. The final column aligns with themes
from the human TA based on manual inspection and inference, except for two themes that couldn’t
find a match. In general, the summaries provided are comprehensive and insightful. To assess the
performance of GPT and for more quantitative comparisons, we applied sentence embeddings built
from BERT [19] on each final theme from manual and GPT summaries. We computed semantic
textual similarity using the cosine similarity score and presented the results in Table 9. These
similarity scores, ranging from 0.45 to 0.76, highlight a promising opportunity to employ GPT for
TA. In addition, Figure 4 shows similarity scores are highest for matching themes compared to
non-matching themes summaries.

Table 9. Semantic Cosine Similarity Score between GPT Final Report and Manual Analysis. Model 1 (all-
MiniLM-L6-v2 '*) and Model 2 (paraphrase-MiniLM-L6-v2 1°) are utilized for sentence embeddings.

GPT Final Themes Model 1 Model 2

1 Data Analysis 0.549 0.702

2 Data Collection 0.756 (max) 0.656

3 Data Management 0.723 0.716

4 Data Quality 0.585 0.727 (max)
5 Data Usage 0.679 0.678

6  Ethical and Privacy Considerations 0.707 0.684

7 Project Management 0.592 0.621

8 Research Context 0.447 (min)  0.578 (min)
9 Research Tools and Sources - -

10 Special Research Areas - -

https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
Bhttps://huggingface.co/sentence-transformers/paraphrase-MiniLM-L6-v2
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Table 10. Interpretation of each Theme by GPT. The final column denotes themes analogous to those
identified in human thematic analysis.

Theme | GPT Analysis Overview Link
The themes mostly revolve around data analysis from different perspectives. Participants use various tools,
metrics, and methods to understand data. Methods include sentiment analysis (P1), text mining and topic

Data modeling (P2), historical analysis (P3), inferential and statistical analysis (P5), merging different data sets to | 4.2.8
Analy- |. . . . .
sis interpret results (P6), and using word embeddings and advanced models (P7). Participants also mentioned | 4.2.9
using qualitative analysis and Excel (P14), trend analysis (P9), and modeling (P11). Some reported removing
unneeded information before analysis (P11).
Participants use various methods for data collection, from Twitter API and scraping tools to search engines
Data and online sources. Participants commonly use APIs; however, they highlighted issues such as response
Collec- limits (P1) and turnaround periods (P8). Others mentioned using Python (P2) and third-party software to Y
tion bypass API restrictions (P5). Data sets were sourced from public information (P5 and P13), and P2 mentioned
students compressing and scraping reviews. Data collection periods ranged from a day (P9) to multiple days
(P1).
Data Data Management emerges as a core theme across participant responses. Participants acknowledge the
Man- |importance of data documentation for later analyses (P1). The excerpt illustrates a range of storage methods,
. . . . . 4.2.10
age- including cloud-based systems (P2), anonymized physical storage (P5), and commonly used software like
ment | Excel (P9, P14). Ensuring anonymity and access restrictions were also key concerns in managing data (P5).
The theme revolves around ‘Data Quality’ and the various measures taken by the Participants to ensure the
accuracy, relevance, and validity of their data. Notably, Participants involved in research trusted government
Data agencies or reliable websites (P1, P11), conducted a lot of checks, and reviewed the data (P2). They utilized 425
Quality | human judgment (P3), disposed of unfit data (P4), and employed validation methods like subsampling and | ™
correlation checks (P6). To ensure quality, various annotation tools, coding system, and rubrics were used
(P10).
Participants emphasized the importance of data usage, through incorporating analytics into coursework,
collecting extensive data such as millions of tweets, and focusing on organizing data sets for analysis.
Data | Challenges like huge data sets and language cleanup were encountered during processing as stated by P6 427

Usage |and P7. Some involved in survey research ensured crucial questions were answered sequentially to ensure
data integrity and completeness (P14). Overall, Participants utilized systematic strategies while dealing with
different aspects of data.

Ethical
and
Privacy

The key theme "Ethical and Privacy Considerations’ navigates around researchers’ ethical hesitations dealing
with the privacy issues of public Twitter users. Many respondents struggled with the idea of utilizing public
information without explicit consent or ensuring anonymity; P5 remarked “just because we can scrape it | 4.2.11

Con-
sizzra- doesn’t mean we should” Others, like P6, noted the data was already anonymized, and P9 ensured they only
tions used general demographic data to respect privacy.

The ’Project Management’ theme suggests challenges and improvements Participants would like in their
Project |projects. Participants experienced troubles managing APIs (P1) while also underestimating tasks like text

Man- | mining (P2). They expressed a need for more defined project goals (P2), more access to historical data and jjfz
age- bigger data sets (P5, 6), and more direct handling of raw data (P6). They also expected changes due to 4'2'13
ment | Twitter’s policy changes (P7) and expressed interest in new tools like social media data collectors (P9). Team |

sizes varied (P2, P4). Project duration was mostly long-term, around a semester or six months (P2, P6, P10).

The main theme here is the diverse research contexts of different Participants. They come from various fields
Researcl like data collection, finance, communication, science education, and cybersecurity etc. P1 supports data AR
Con- | collection and management for research projects while P6 studies how social media influences stock prices.| "

o . . . S . . . . . . 422

text P9 hybridizes their research with different domains like economics and statistics during their available time.

All the Participants provide unique perspectives on their main area of research.

Researcl] The theme explores 'Research Tools and Sources’ used by Participants. P13 highlighted that population level
Tools |surveys are easily accessible and do not require special governmental clearance. They feel secure using
and data from government sources. Even though this source seems non-problematic, the Participant suggests
Sources | potential implications of using government-derived information.

The conversations reveal a common theme of ’Special Research Areas’, with a focus on the role of social
media in society. Participants, such as number 9, discussed guiding students on the impact of social media
marketing. P13 highlighted how sociologists study social media from both qualitative and quantitative data
perspectives. P14 conveyed the significance of studying social media, especially in regards to their work
with specific age groups.

Special
Re-
search
Areas
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4.4 Thematic Analysis by Gemini

We applied the same prompts and settings to Gemini and conducted a detailed comparison and
analysis, as outlined in the supplementary materials. Similar to GPT-4, Gemini effectively generated
feedback for each phase of the thematic analysis. Specifically, Gemini generated 123 unique initial
codes, twice the number compared to those generated by human experts and GPT-4. Gemini
produced the final seven themes, including Data Analysis & Text Mining, Data Collection &
Processing, Information Warfare & LLM Threats, Media Effects & Public Perception, Research
Design & Methodology, Researcher Background, and Twitter Data & Social Media. Although the
maximum summary length in the prompt is set to less than 100 words, the final summaries generated
by Gemini tend to be shorter, averaging 53 words with a variation of 14. In contrast, summaries
produced by GPT-4 are longer (75 + 15 words). We observed greater hallucinations in the generated
content when we attempted to increase the maximum number of words. Applying the same method
to compare final insights between Gemini and human experts, we computed the cosine similarity,
resulting in a range of 0.37 to 0.54 with a mean of 0.46. Please see the supplementary materials for
full details.

~ 0.5 0.6 0.39 0.53 0.49 07
0.49 0.54 0.45 0.55 0.46

o~

-0.6

2. 045 0.58 0.52 0.53 0.51 0.42

>

2-- 056 0.59 : 0.53 0.47 0.53
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Fig. 4. Similarity Score Heatmap Per Theme. Each score represents cosine similarity when comparing manual
and GPT analyses from a specific theme. Diagonal entries have the maximum value. Model 2 (paraphrase-
MiniLM-L6-v2'%) embedding was used.

5 Discussion

We address our research questions, reflect on the methods used, and describe future opportunities
for research in this area.

5.1 Data Collection Experience from OSN

Our RQ1 aims to explore how researchers collect data from OSNs and how we can enhance this
process. As OSN data attracts significant attention across diverse research domains, their use in
research will continue to grow in popularity [58]. Our combined analysis with LLMs showed that
participants employed various data collection techniques from OSNs, such as the Twitter API,
scraping tools, and manual online searches. Almost all participants struggle to identify a reliable
tool to collect OSN data. This obstacle affects research advancement and result quality, highlighting
the demand for designing an efficient and effective data collection resource.
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Challenges. Regardless of the popularity of APIs, issues like response limits and extended
processing times posed challenges. Although prior studies (e.g., [10, 42, 70] ) highlighted poten-
tial difficulties over decades, significant gaps persist in the data collection and analysis stages.
Predominant challenges include ethical dilemmas, data accessibility, and ensuring data integrity.
Through one-on-one interviews with experienced researchers, it became evident that lack of data
access and technical challenges remain prime concerns. As Participant 5 stated “the biggest hurdle
is just getting started...I didn’t know where to begin...I don’t have a coding background.” This kind
of frustration could obstruct many from conducting their research. Many researchers often need
to collaborate with technically proficient colleagues for a straightforward solution. In addition,
data quality remains another concern, which often leads to potential misinterpretations and re-
quires additional manual effort for data review and filtering. Some researchers pointed out the
frustrations of creating accounts on many different social media platforms to access public content.
Other concerns raised include potential selection bias due to deleting historical posts. Moreover, a
common discussion was the lack of API documentation. Participants emphasized the importance
of ensuring replicability and facilitating future data code sharing.

Process Improvements. Two process improvements surfaced from our findings: the importance
of historical data and the desire for better search and query filters. Researchers often prioritize
accessing historical data from online network platforms, while some indicate that real-time data
holds little value. As OSN platforms evolve, there is less access to historical data, and accessing
such data has become more costly. For instance, Twitter discontinued the academic research API
in June 2023 and imposed stricter restrictions on API access with a more expensive subscription
plan [66]. Incorporating advanced search filters or query capabilities and creating a user-friendly
interface could significantly improve researchers’ satisfaction. To facilitate the collection process
with any tool, it is essential to keep the documentation and tutorials up to date for clear guidance.
Lastly, it is surprising that participants have given low priority to features such as collaborative
collection, compatibility with multiple OSN platforms, and data anonymization, even for those
with higher satisfaction with their existing processes.

5.2 Comparison of Human and LLMs Results

We have experimented with both GPT and Gemini in TA to address RQ2. While both LLMs are
capable of conducting TA on our interview data, we found that GPT performs better.

Responses from GPT using our interview data are promising. During phase 1 familiariza-
tion, GPT provided a comprehensive high-level summary, showcasing an effective understanding
of each interview. Given that the response from this phase does not progress to the next step, it
serves as a trial test for GPT to comprehend input data. If the summarization is less comprehensible,
it could pose challenges in processing the rest of TA phases. In the second phase (i.e., Generating
Initial Codes), GPT annotated comparable excerpts with a level of coding similar to human analysis.
GPT tends to overlook excerpts, especially those from meeting notes (which haven’t been digitally
recorded), resulting in a much lower number compared to human excerpts. In phases 3 and 4 (i.e.,
Searching and Reviewing Themes), GPT effectively identified themes similar to human analysis.
The variations in naming led to different themes in total. The difference could provide potential ad-
justments for researchers in their theme selection. Based on results from Section 4.3.5, the majority
of the themes selected from GPT are matched with human analysis following phase 5 (i.e., Defining
and Naming Themes). All themes in Table 7, with the exceptions of “Research Tools and Sources”
and “Special Research Areas” align with our manual TA. When examining IRR with GPT-selected
excerpts in Table 8, the overall Cohen’s Kappa is even higher than the deductive approach in one
study [68]. In detail, our analysis shows nearly perfect agreement among raters for the “Ethical
Consideration” theme. Strong agreement is observed for the themes of “Data Management,” “Data
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9 G

Quality,” and “Research Context” “Data Analysis” exhibits moderate agreement. In contrast, the
themes of “Data Collection,” “Data Usage,” and “Project Management” show weak agreement. It
is important to note that IRR for all excerpts in the dataset presents baselines with significant
considerations, highlighting areas for future work. These metrics can serve as benchmarks for
enhancing TA processes, such as designing prompts. Lastly, in phase 6 (Writing the Report), most
interpretations generated by GPT are insightful and valuable.

GPT may offer additional information that human experts missed. As an example, for the
theme “Ethical and Privacy Considerations”, GPT managed to extract additional information, such
as P6’s observation that the data was already anonymized, and highlighted a compelling quote
from P5: “just because we can scrape it doesn’t mean we should.” For the theme “Project Management”,
GPT deduced that participants were aware of changes within social media platforms and expressed
an interest in newer data collection tools. Furthermore, within the “Data Collection” theme, GPT
highlighted discussions about utilizing third-party software to prevent API restrictions, as noted
by P5. Similar behavior was observed that GPT tends to pay more attention to certain edge cases
that human experts may have overlooked.

There are moderate agreements between human experts and GPT. We compared and
assessed IRR metrics between GPT and human raters. GPT typically chose shorter excerpts and oc-
casionally selected the same word or sentence multiple times. In contrast, human researchers coded
longer experts. Overall, our manual and GPT responses indicate a similarity score ranging from
0.45 to 0.76 when applying sentence embeddings. These results are promising as they demonstrate
significant possibilities for utilizing LLMs for TA.

Using Gemini in TA is feasible but shows limited performance. Gemini tends to use quotes
directly more often than GPT-4 or not at all. Although Gemini offers the option to return the
response in JSON format, we experienced inconsistent JSON formats. It often has extra unnecessary
characters that make it challenging to handle or merge data for subsequent processing. Additional
data handling mechanisms may be required for verification if an automated process is being built.
GPT-4 and Gemini 1.5 Pro are believed to have comparable parameters in their models, although the
exact numbers have not been disclosed. We have added additional comparisons to the supplementary
materials.

5.3 Reflection of LLMs Methods

Exploring LLMs with TA was conducted after the manual TA. We first employed the standard GPT-4
model, which accommodates a maximum context window size of 8,192 tokens (around 6,000 words).
Given that none of our interview scripts exceeded this token limit, there was no need to divide the
files. While the gpt-4k-32k model ¢ can handle up to 32,768 tokens (roughly 25,000 words), we did
not have access at the time of the study. Consequently, it was not feasible to aggregate all interview
files into a single prompt. On the other hand, Google Gemini 1.5 Pro features a 1 million context
window, potentially capable of accommodating all interview data at once. To maintain consistency
and comparability with GPT, we experimented with LATA process and Gemini one file at a time.
Further research could explore how this distinction influences performance.

As mentioned earlier in the paper, varying prompts and study designs could have significantly
different responses. We dedicated significant effort to prompt engineering, experimenting with
multiple prompts for each process phase. Obtaining intermediate results from GPT poses a consider-
able challenge. Therefore, We segmented the process into distinct phases to navigate GPT through
the TA. Researchers may need to meticulously handle and prepare the data between each phase
for GPT’s subsequent processing, which sometimes could be very tedious but likely less so than

16https://platform.openai.com/docs/models/gpt-4
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conducting a fully manual TA. Additionally, we encountered three different JSON formats from
Gemini and had to manually convert each one. To address our RQ3, we discuss the effectiveness
and limitations.

Conducting TA with LLMs presents numerous advantages. Undoubtedly, LLM-powered
TA runs faster than human coders’ analysis. While LLMs might need supervision from a single
researcher, traditional analysis often demands input from at least two human researchers. Moreover,
LLMs can repeatedly execute the process for enhanced accuracy and offer easy reproducibility.
Achieving such consistency can be challenging for human experts. Chen et al. envision the technical
perspective for future human-centered generative AI (HGAI) and discussed that qualitative research
often inherently carries personal biases from researchers, which can influence their interpretations;
however, this subjectivity could be diminished or reduced when utilizing Al such as GPT [12]. This
paper also advises the need for the HCI community to establish clear guidelines and evaluation
criteria for qualitative studies using LLMs. Despite the usefulness of GPT, the purpose of using LLMs
is not to replace them with traditional methods but rather to provide supplementary assistance
[25].

An emerging concern associated with LLMs is their potential to produce inaccurate or
flawed information, often referred to as ’hallucinations. Ashwin et al. investigated serious
bias (i.e., annotation accuracy) that LLMs may introduce, especially on specific topics [5]. In our
case, GPT disregarded the initial codes like “Challenges,” “Data Challenges,” and “Data Limitations,”
which were not particularly helpful, and we believe they should be merged into a single final theme.
In addition, Table 4 displays summaries generated by GPT for each interview. Out of these, 10
(71.43%) start with the term “The interviewee,” while 4 (28.57%) begin with the word “Participant.”
A human researcher might opt for consistent phrasing, but GPT lacks this nuanced understanding.
This inconsistency might arise because our interview files are provided to GPT individually. The
data format and resulting response are challenging to maintain across phases due to the lack of
complete control over LLMs. For example, the code “Data Analysis Tools” appeared under two
themes in Table 7, despite our request to avoid duplication. However, we can filter out such duplicate
information afterward and prepare the data for the next stage. Using the API, GPT and Gemini
do not automatically make inferences from past prompts, and it’s nearly impossible to feed in all
historical prompts due to limited input size. While challenges persist in utilizing LLMs for TA,
employing LLMs could be an additional tool to aid or validate human analysis.

5.4 Ethical Considerations

We have carefully reviewed and removed sensitive information from the interview transcripts in
this pilot study. As mentioned in section 3.3.2, we trust that OpenAl and Google company do not
store our data on any of their servers. Our LATA involves uploading individual transcripts one at a
time. The intermediate data are processed offline without involving LLMs.

Since LLMs are pre-trained algorithms using extensive datasets, numerous researchers have
raised ethical concerns [46, 67]. These concerns often focus on issues such as social bias and harmful
content, prompting questions about their capabilities and objectives. Recent studies have proposed
practical solutions to address these concerns. Qu et al. [49] suggest employing machine unlearning
to discard sensitive or biased data selectively. Another study underscores the importance of robust
defensive strategies to mitigate security threats [36]. Our study found few instances where the LLMs
generated inaccurate or irrelevant information. Importantly, we did not encounter any harmful
content produced by the LLMs. The LATA process also aims to maintain ethical standards by
ensuring that humans are consistently involved in the process and reviewing feedback at each stage.
However, future research could explore the implementation of anonymity measures to improve this
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process during the data preparation phase and to identify bias in output throughout the analysis
and reporting process.

6 Limitations and Future Opportunities

Concerning the work presented here, it is important to acknowledge several limitations. First,
our participant numbers are limited, but we are confident that the conditions of our study reflect
common interviewing and data analysis practices suitable for a pilot study. Saturation had been
achieved, indicating that further interviews are unlikely to offer new insights. Despite a diverse
participant pool, certain research domains such as natural sciences, humanities, and environmental
science are underrepresented. While broadening our participant base could enrich the range of
perspectives, it is unlikely to alter the overall scope of our study. Secondly, most recent LLM papers
are exclusively available on archive servers such as arXiv'’. The reason is primarily due to the
rapid emergence of this technology. Although we include references to these papers, it is crucial
to acknowledge that they may not have been peer-reviewed. Thirdly, we approached this pilot
study of LATA with an inductive method. Therefore, coding at the response level occurred without
explicit instruction in the prompt for LLMs. To enhance examination and calculate direct IRR, one
alternative approach could involve instructing humans and GPT to code at the sentence level and
requiring all raters to evaluate each text segment. During the interview study, two of our sessions
were not digitally recorded, posing a significant challenge for LLMs in interpreting the content as
an interview. In addition to constraints on input characters for prompts, there are additional rate
limits. At the time of our analysis, GPT-4 is still in development, and the rate limit is 10,0000 tokens
per minute (TPM) and 200 requests per minute (RPM), which is considerably stricter than those of
GPT-3.5. Errors such as “server overload” with GPT were a recurrent issue, and it’s uncertain if this
has affected the responses. Gemini often shows exhausted resources and requires a manual time
break between each request. With the rapid development of LLMs, one could also experiment with
various LLMs methods to fully understand and evaluate their effectiveness in TA.

Our findings have several important implications for the design and analysis of LATA-like
systems. First, the importance of delivering precise and unambiguous instructions cannot be
overstated. While we have showcased our prompt design using our interview content, it might
not yield the same effectiveness when directly borrowed for use with other datasets or contexts.
Including the research question in the prompt may help the LLMs interpret interview data or focus
on a specific theme analysis. One study highlights future research directions such as automatically
generating prompts [73]. More studies are needed to investigate whether a universal framework
can be developed to design TA-supporting prompts. Secondly, if the transcription file exceeds the
maximum prompt tokens, a mechanism will be needed to break down the file into multiple pieces.
The initial code must then pass through these pieces to ensure more consistent coding. Thirdly,
intermediate data should be handled carefully to ensure accuracy. Responses from LLMs may vary
in format, even when provided in JSON. Additionally, privacy concerns arise as LLMs can memorize
and replicate information from their training data, which may introduce bias and fairness issues.

Our study employed the inductive approach with LLMs for TA. Future work could provide LLMs
with a codebook and associated definitions curated by domain experts to assess if this refines the
outcomes. For such a deductive approach, various learning settings, like Zero-shot, One-shot, and
Few-shots can be considered. While we used a separate tool, the capabilities of the LLMs could
even be practiced for transcribing audio files and further automating TA.

https://arxiv.org/
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7 Conclusions

This work demonstrated the possibilities of conducting a 6-phase deductive TA using GPT-4 and
Gemini-1.5 Pro with rigorous prompt engineering. The potential of using LLMs to aid in qualitative
analysis suggests an exciting avenue for future research. We observed promising responses from
GPT-4, demonstrating a capability of performing TA comparable to human expert analysis within
our interview content. As a pilot study, this work could establish a benchmark process for future
studies to follow and compare. Furthermore, from the interview content itself, we found that
the complexities of collecting data from OSNs remain significant challenges for researchers and
often require substantial manual effort. The primary obstacles include accessibility concerns,
implementation hurdles, and noisy data quality. The participants emphasized the need for improved
tools, especially for accessing historical data and optimizing search capabilities. Addressing these
challenges as the social and computational science gap evolves is crucial to ensure effective and
efficient data collection from OSNs.
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