
Spotting Online News: A Mixed Method Study of Online
News Engagement and Perceptions on Misinformation
Interventions
PRERANA KHATIWADA∗, University of Delaware, USA
LUKE HALKO, University of Delaware, USA
NABIHA SYED, University of Delaware, USA
ASHREY MAHESH, University of Delaware, USA
ANESEH ALVANPOUR, University of Louisville, USA
MATTHEW LOUIS MAURIELLO, University of Delaware, USA

Misinformation permeates online news media, making it hard for users to trust and verify content. Building
upon prior work that highlights online news challenges and the importance of digital literacy skills, we examine
user digital media skills, online news consumption behaviors, and perceptions of current misinformation
tools. To better understand these dynamics, we conducted a formative, mixed methods study (n=34) that
included a survey, two weeks of browser-based application logging using a Chrome plugin, and follow-up
semi-structured interviews. Contradictions in the survey and log results indicate that participants in our
sample often overestimate their news consumption habits. While information and news media literacy scores
are generally high, less than half (47%, 16/34) exhibit lateral reading. We provide insights into users’ challenges
in navigating today’s information landscape and propose effective integrated solutions. Interview findings
inform the design of online news interventions and personal informatics tools to further improve media
literacy while maintaining user privacy.
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1 Introduction
The rise of online news media websites has increased access to information. However, with this
increased access has come concerns regarding individuals’ ability to discern accurate news from
false and misleading content [50, 77, 120]. In a 2016 survey by Pew Research Center, approximately
a third (32%) of U.S. adults say they often encounter made-up political news online, and about half
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(51%) report frequently seeing somewhat inaccurate news [14]. Among those who report these
issues (82%), the majority believe it causes serious confusion about the basic facts of current issues
and events [14]. Moreover, repeated exposure to news from untrustworthy (e.g., Breitbart, Infowars),
partisan (e.g., Fox News), satirical sources (e.g., The Onion, ClickHole) and fake news sites (e.g.,
ABCNews.com.co) heightens the risk of encountering misinformation [62, 74, 88, 112]. This has
harmful implications for society and politics, leading to polarization [37], legislative gridlock [54],
and reports of violence (e.g. [104]).
To combat this issue, prior work has focused on studying behaviors of social media users in a

broader sense of dealing with fake news spreading [33, 101], misinformation sharing and truth
discernment [25, 43, 86, 87]. Other initiatives include understanding online news behaviors [15],
development of web-browser plugins for timely fake news detection [82] and classification purpose
[40]. However, there remain gaps in our understanding of these challenges. Specifically, how people
consume news from news websites and how this differs from fake news sites [51]. We lack insights
into the behaviors, patterns, and motivations that influence news consumption on credible versus
misinformation-spreading platforms. Moreover, a recent systematic review suggests most of the
current research, about 61% is focused only on proposing ways to detect online misinformation
[9]. Only a small portion, just 2% is dedicated to developing and evaluating digital intervention
techniques [9]. Recognizing this imbalance in current research efforts, our aim is to take a fresh
look at everyday user behaviors and their online interactions. This will help us understand their
perceptions of the current online news media landscape and lay the groundwork for designing
effective human-centered interventions against online misinformation. As a result, our study
aims to answer the following research questions: (RQ1) How do users’ perceptions of their news
consumption (e.g., time spent, news sources) and habits (e.g., engaging in lateral reading) align with
their observed behavior? (RQ2) How do user features such as literacy level relate to discernment
abilities in news credibility evaluations, and to what extent does this association impact their online
information consumption behavior? (RQ3) And, what challenges and benefits do users perceive about
current and future online misinformation intervention tools?

To address our research questions, we used an exploratory mixed methods approach to conduct a
user studywith 34 participants. Our survey gathered quantitative data on demographics, news habits,
online literacy, and several othermetrics while the plugin tracked daily browsing sessions. Follow-up
interviews offer qualitative insights into perceptions of current intervention effectiveness and future
intervention acceptance. Participants’ weblogs and survey data indicate active browsing behavior
within the study period. However, there is a notable difference between what people say about
their news consumption and their observed behavior. Those who engage in more news sessions
during browsing tend to read a higher volume of news articles and encounter a greater number of
news pieces. Additionally, those who engage in more lateral reading sessions demonstrate higher
levels of media literacy, with increased lateral reading and fact-checking behaviors correlating with
a decreased likelihood of sharing articles (p < 0.05).
Building upon these findings, we proposed the integration of personal news informatics with

conventional misinformation interventions to provide users with a more accurate understanding of
their consumption behavior. Our research offers implications for news intervention tool developers
and, most importantly, end-users, increasing trust, user engagement and ease of navigation in the
online information landscape. Our work contributes by (i) introducing a lightweight Chrome plugin
tool for privately tracking news consumption, (ii) presenting results from our empirical, mixed
methods study that offer a behavioral perspective on countering fake news in online news media
beyond technical solutions, and (iii) offering insights into how specific user features and attributes
influence critical news assessment and inform most optimal future interventions for users.
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2 Related Work
In this section, we contextualize our study within the current state-of-the-art by reviewing work
on online news consumption and approaches to mitigating misinformation. We also synthesize key
theoretical perspectives and empirical findings that shape our understanding of how individuals
engage with online news. These works were found through searches across common academic
search engines and databases (e.g., Google Scholar, IEEE Xplore, ACM Digital Library) using specific
search terms related to our research questions. For example, our searches focused on keywords such
as “online news engagement”, “browsing behavior”, “media literacy interventions” and “misinformation
detection”. We reviewed the works that were returned, their references, and those that cited them.
Where applicable, we also highlight recent work from the CHI and CSCW conference proceedings.

2.1 Background
In today’s digital world, news spreads online almost instantly [31]. Numerous online platforms also
allow anyone to publish content without thorough fact-checking [35]. This situation leads to an
interesting mix of major publishers and citizen reporters that make up the online news production
ecosystem.While this can be viewed positively, it can also make it challenging to stay well-informed
[99, 110]. As noted in the introduction, one major challenge is the rise of misinformation—spreading
inaccurate or deceptive content that misleads audiences, exploits cognitive framing, and distorts
perceptions of reality [7, 63, 109].
Defining online misinformation is challenging, especially as the concept of “fake news” (a

subtype of misinformation) evolves [39]. It can impact health, decision-making, and emotions as
well as promote online crime [22, 23]. On the health side, for example, one in ten Americans report
experiencing mental stress from false online information when surveyed [67]. This issue persisted
through major events like the 2016 U.S. elections and the 2017 German elections and worsened
during the COVID-19 pandemic [7, 41, 48, 89, 109]. Misinformation was even cited for causing
market disruptions leading to a $130 billion (USD) loss around these times [94]. Online platforms
further contribute by promoting tailored content, confirmation bias (the tendency to search for and
favor information that supports our preexisting beliefs), and echo chambers (an environment where a
person only encounters information or opinions that reflect and reinforce their own) [32, 44, 78].

One key factor in the rapid spread of online misinformation is the lack of digital media literacy
skills [45]. Individuals with low digital literacy are more susceptible to false information [102].
A study shows only 17% of US adults feel confident in learning new information online [53],
emphasizing the need for better preparation to navigate the digital landscape [7]. Media literacy
skills, improved by techniques like lateral reading [116], are vital for evaluating source credibility,
developing critical thinking and building resilience against misinformation [30, 45, 68, 72, 75, 121].
Thus, developing these skills is crucial for effectively navigating today’s complex information
landscape. In the later sections, we will look into understanding news consumption, tracking data
related to online behaviors, and existing approaches against misinformation.

2.2 Understanding News Consumption Trends and Misinformation
Misinformation in the news can influence people’s behaviors and increase social media sharing [114].
This highlights the critical need to study news consumption patterns to understand engagement
with misinformation [117]. Many people tend to overestimate the amount of news they consume,
especially political news. This overestimation can lead them to believe they are well-informed,
even when their exposure to reliable information is actually limited [59, 93]. This makes them more
vulnerable to misinformation as they may not critically assess the accuracy or reliability of the
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information they encounter. Studies on news consumption behavior also indicate that excessive
news consumption has been linked to negative mental health effects and news avoidance [11, 79].

Despite promising research efforts, fully understanding news consumption remains challenging
because the dynamic nature of news consumption behavior necessitates a nuanced understanding of
how individuals interact with news sources [97], discern credibility [85], engage in lateral reading
habits [116], and share information online [80]. These complexities arise from factors such as
rapidly changing digital media landscapes, heterogeneity in literacy among users, algorithmic
biases shaping content visibility, and the dynamic nature of online social interactions [90]. Moreover,
Xiao’s study suggests that news consumption in the digital age demands thorough examination
due to its connection with factors such as personality traits, media literacy, incidental exposure
to news content, and misinformation engagement [117, 118]. Xiao & Su further highlight how
personal factors like narcissism and news media literacy influence misinformation engagement,
affecting news consumption and sharing behaviors [118]. Therefore, understanding online news
engagement needs a multidimensional approach considering technological, behavioral, and societal
factors. To effectively tackle misinformation, a fresh look at people’s browsing habits and views on
misinformation is essential. We conducted this study using a mixed methods approach to try and
holistically understand these issues from users’ perspectives to inform the design of effective tools
and interventions. These methods have proven to be particularly well-suited for investigating this
area due to the multifaceted nature of the design challenges [27, 119].

2.3 Methods and Insights fromWeb Monitoring Tools
Researchers use web monitoring tools to track online news consumption, providing a detailed
view of user behavior [13, 15, 70]. Technological logs from these tools enable reflection on habits
through data. Studies comparing self-reported internet and media usage with actual logged data
generally show modest correlations [81, 98]. And, if there is a discrepancy between perceived news
habits and actual data, users might experience negative reflections [12].

Building on this understanding, Flaxman et al. conducted a large-scale study of online news con-
sumption, analyzing web-browsing histories of 50,000 regular news readers in the US. They found
that online news consumption mirrors offline habits, with users favoring mainstream outlets [32].
Moller et al. used a dataset that combined online tracking data with survey data to examine factors
predicting news engagement methods from the analysis of actual behavioral patterns alongside
self-reported measures [70]. They found that general search-driven news use was associated with a
broader information-seeking behavior and was less influenced by regular news consumption habits.
Similarly, Bentley et al. analyzed data from 174 Americans, revealing key news consumption trends
[15]. While such studies investigate news consumption patterns to understand factors influencing
news engagement, they lacked thorough examnination of how users’ online interactions influence
their reactions to misinformation and its implications for assessment of source credibility.

Our study builds on these prior works by studying the alignment or divergence between users’
perceived habits and their actual behaviors, exploring how their literacy levels influence their
discernment abilities. Typically, interview-based studies lack access to online actions, and digital
trace data research often lacks the context provided by in-depth interviews. Our interest lies in
real-time monitoring of a participant group’s web behavior to offer a more holistic understanding
of how browsing features and habits (e.g., lateral reading) align with users’ observed behavior.

2.4 Existing Approaches and Interventions Against Misinformation
There are numerous approaches to mitigating misinformation online. Fact-checking efforts like
Factcheck.org [1], Politifact [4], Snopes [5], and rating systems like NewsGuard [3] help identify
trustworthy sites and information sources as people consume news articles online. However, current
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methods are slow, not scalable, and often miss viral misinformation [90]. Fact-checks also struggle to
reach audiences, fade over time, and may lead users to share more low-quality content [46, 73, 106].
Moreover, warnings and fact-checks often target only blatant falsehoods creating an “implied truth”
effect where users assume unflagged headlines are verified [83]. This approach contrasts sharply
with the pervasive nature of misinformation.

On the other hand, machine learning algorithms are widely used in fake news detection using
linguistic analysis and network graph based methods to identify misleading information [20, 71, 92].
However, these often overlook user preferences and rely heavily on text content. The explainability
of detection models is often low and potentially unsuitable as an intervention due to lack of
transparency and poor accuracy [49, 51]. Findings about users’ interventions in algorithmic news
selection are also inconclusive [105]. There is also a gap in leveraging sociological and psychological
perspectives through technology.

Strategies like nudges [17, 100], inoculation techniques [95], user affordances (such as accuracy
assessment, trust and filter) [56], AI-based credibility indicators [66] and news credibility labels
[10] have also been explored. Meanwhile, content removal or account suspension risks user dis-
satisfaction and disrupts news flow [107]. CSCW works like FeedReflect [18] and POP [76] offer
nudging features, but their claims of improving news media literacy require validation. Techniques
like aggregated news views [6] and cross-ideological feed viewing [2] lack global news integration
within the main article reading interface. Unlike social media-focused efforts (e.g.,[58]), approaches
must mix technology with an understanding of how people consume news from online publishers.

Therefore, effective solutions require blending technology with behavioral insights and improv-
ing media skills such as lateral reading and fact-checking. Our study seeks to understand user
perceptions and preferences around existing systems and interventions to better understand design
opportunities for tools that support empowered and informed citizens in the digital age.

3 Method
We conducted a two-week, mixed methods study with 34 users, which included a pre-survey on
media literacy and demographics, two weeks of logging browsing sessions, and follow-up semi-
structured interviews. Our approach is informed by prior research which shows that a mixed
methods approach is highly effective for studying misinformation and fake news as it allows us to
uncover detailed mechanisms behind misinformation behaviors and broader trends [16, 28, 29, 122],
providing a holistic understanding that informs effective interventions and policies. In our study,
it collectively help to understand general trends in participant habits, motivations and browsing
patterns.

Application logging tracked browsing behaviors and complements our data collection by provid-
ing granular data on how participants interact with online news content. Interviews offer qualitative
depth, allowing us to explore the nuanced perspectives behind the quantitative trends identified
in other data sources. By comparing actual logged behaviors with reported behaviors from the
surveys and interviews, we aimed to identify discrepancies and potential reasons behind them.

In the sections that follow, we describe our study participants, recruitment process, and eligibility
criteria. Following this, we outline the information collected through our survey. We then describe
the procedure for collecting browsing data using our chrome plugin. Finally, we describe our
approach to the semi-structured interviews and data analysis.

3.1 Eligibility and Recruitment
Participants were recruited via email listservs, i.e., electronic mailing lists, word-of-mouth, and
online recruitment platforms. Eligible participants were required to be 18 years or older, a U.S. citizen
or a permanent resident, proficient in writing and speaking in English, and a Chrome internet
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browser user who regularly read online news articles using a desktop computer. We enrolled
participants on a rolling schedule between July 30, 2022 and September 6, 2022. A link to our online
consent form was embedded in our recruitment ad, which started the study protocol. Participants
were first asked to review the consent form and indicate their willingness to be contacted about
participation in a follow-up debrief interview. Once completed, participants were automatically sent
an email containing study protocol instructions. These instructions guided the participant through
installing our plugin, registering and creating an account, and completing the online demographic
questionnaire.
After approximately two weeks of application logging with the plugin, participants who con-

sented were contacted about follow-up interviews. Once the study concluded, participants were
sent a $30 digital Amazon Gift Card and plugin uninstall instructions (Figure 1). This study protocol
was approved by University of Delaware Institutional Review Board (IRB Protocol #1871618-6).

3.2 Pre-Survey on Media Literacy & Demographics
A web based pre-survey was administered through Qualtrics. Participation in the survey was
prompted through a button that appeared in the user interface of the Chrome extension’s main
display panel. The survey included open and closed-response questions and was divided into four
major sections: i) A headline evaluation task (similar to [84]) where participants are asked to identify
true and false headlines and indicate their likelihood of sharing them with others, ii) A section on
internet usage asking how often respondents use the internet to search for news [96] on a 10-point
scale, iii) A news media literacy evaluation section (measured using a multidimensional scale [115])
where participants were presented with 15 statements and asked to rate their agreement on a scale
of 1 to 7, and iv) A information literacy evaluation section with four multiple-choice questions
all of which have only one correct answer and three incorrect responses [19]. Finally, the survey
included basic demographic information such as age, gender, ethnicity, education, and employment
status. The complete questionnaire is available in our Supplementary Materials Note 6.

Fig. 1. Methodology for the study: Data Collection and Analysis
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Fig. 2. Architecture Diagram of Chrome Plugin

3.2.1 Survey Analysis. We anonymized the survey-generated data by removing identifiable in-
formation post-submission. Each individual was allocated a unique, anonymous study identifier.
Throughout this paper, we refer to participants (P) using an identification number (e.g., P11). Ad-
ditionally, the survey linked each participant’s response to their Firebase authentication user ID,
allowing for merging their Qualtrics survey responses and browsing data. Of the 48 participants,
34 (70%) completed the study. The survey responses were coded and survey scale results were
calculated using SPSS and STATA. We used JMP and Excel for generating descriptive statistics,
exploratory visualizations, and conducting statistical tests. On average, the survey took 20 mins
(SD=11.32) to complete.

3.3 Browsing Data
Using a client-server architecture similar to that of Bentley et al. and VanTol et al. [15, 111], we
tracked participants’ online browsing data using a Chrome plugin designed for desktop Chrome
browser. Our plugin uses a Firebase database, the user’s browser and a dropdown UI widget.
The backend is powered by Firebase, and the front end includes HTML, Bootstrap, jQuery, D3.js,
etc. The plugin does not observe online activity on other web browsers or platforms. A visual
representation of this plugin is provided in Figure 2. In this study, we used email and text password
methods for logins instead of Google accounts. The plugin was installed on participants’ personal
computers only, and is not compatible with mobile browsers or multiple Chrome instances using
the same Google account. This choice of this login provided flexibility without platform restrictions,
addressing privacy and security concerns by avoiding the need to link Google accounts for research
purposes.

In passive mode, interactions with our plugin are limited: i) a user installs our web extension from
the Chrome store using an unlisted URL, ii) creates an account, iii) logs in, iv) and v) then completes
the demographic survey (powered by Qualtrics) linked on the splash screen. After completing
these steps, the extension records various metadata, including domain-level information (stored in
Firebase) and article URLs, article bias, timestamp, and time spent on pages. However, the plugin
only records the URL when users visit web pages other than news articles. For instance, it would
log that a user was visiting facebook.com but not their activity on that domain. The plugin, hence,
recorded the article’s full web address when the user visited a news article for a predetermined set
of 513 known publisher domains (based on the AllSides dataset [8]).

To capture participants’ real-time engagement with news content during active browsing sessions,
the plugin uses a mechanism related to tab-switching events, and by tracking the “focus”, it can
determine when a user actively change from one tab to another. It is important to note limitations in
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webpage-to-webpage tracking. The tracking code in place records user activity, excluding inactive
periods. Therefore, the reported duration reflects time spent on active browsing, including actions
like clicking, scrolling, interacting with multimedia, submitting forms, and switching between tabs.

3.3.1 Browsing Data Analysis. We downloaded the browsing data from Firebase in JSON format
and then cleaned and featurized the data using Python before exporting them as a CSV file. The
cleaned data were analyzed using Microsoft Excel and JMP. Browsing features such as “days active”,
“total seconds” and article features such as “days with articles”, “total articles”, and “reading bias” (i.e.,
the average bias of the news they consumed) were aggregated at the user level to provide insights
into the participant’s overall browsing behavior. One participant in the study stood out by reading
significantly more articles (158) than others, potentially linked to their news site being set as the
browser homepage. This outlier was removed during analysis. In line with our inclusion criteria,
participants who fell outside of the two-week study period were excluded from the analysis of
relationship trends. Once exported, these two sets of features were joined with our pre-survey data
for further analysis. Full feature list and definitions are included in Supplemental Materials Note 2.

3.4 Follow-up Interview
We conducted semi-structured interviews with 15 participants who voluntarily agreed during the
consent process. Among those who volunteered, participants were selected using a convenient
sampling method based on a first-come, first-served approach. Initially, 25 participants volunteered
for the debrief; however, we conducted interviews until reaching saturation [47, 52]. When we
reached this stage, we stopped interviewing and began analyzing our collected information. This
process led us to complete the follow-up interview portion of our study after interviewing 15
participants.
Among those who volunteered, participants predominantly identified as liberal or moderate

politically, with a minority identifying as slightly conservative or conservative. The average age of
the interview participants was approximately 32.03 years (SD= 12.12). The group included a mix of
genders and racial backgrounds, with a notable representation of females (10/15), White individuals
(8/15), and Black/African Americans (4/15). Educationally, most participants had completed at least
a Bachelor’s degree (7/15), and some had advanced to Master’s (2/15) or Doctoral levels (2/15).
Employment-wise, many were students (6/15) or held full-time (4/15) or part-time jobs (2/15), while
others were actively seeking employment (3/15). Geographically, participants came from various
states across the United States, including Delaware, Maryland, California, Connecticut, Georgia,
and Rhode Island. Please refer to the Table 1 detailing the demographics of interview participants.

The primary goal of the interviews was to explore diverse perceptions of individuals regarding
current tools and futuremisinformation interventions. To start, we asked about the general questions
and background on news and misinformation, their browsing habits and how familiar they are with
technology or with current tools to understand their opinions better. Interviews lasted an average
of 35 mins (SD=11.814) and were audio recorded and transcribed for analysis. See the complete
moderator guide in our Supplementary Materials Note 1.

3.4.1 Interview Analysis. We transcribed our interview data using Otter.AI software. Two re-
searchers analyzed the transcribed data using an iterative thematic analysis approach by Braun and
Clarke [21] which included a mixture of inductive and deductive codes on the complete responses
to each interview question. We created a codebook derived from our research team’s knowledge of
prior work and our study protocol while allowing other codes to emerge from the data. A total of
16 codes emerged, which were divided into four high-level themes: (1) browsing session habits and
encounters; (2) data privacy and security; (3) intervention acceptability; and (4) challenges, con-
cerns, and approaches related to misinformation. To validate the codebook, a single transcript was
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PID Political Leaning Age Gender Racial Identity Education Employment Status State
P48 Moderate 26 Male Asian Master’s Student DE
P46 Liberal 59 Female White Doctoral Employed FT MD
P24 Moderate 22 Female White Bachelor’s Seeking Employment DE
P17 Moderate 21 Female White Bachelor’s Student DE
P34 Extremely Liberal 20 Female White High School Student MD
P41 Liberal 27 Female Black/African American Bachelor’s Student CT
P42 Slightly Conservative 30 Male Hispanic or Latino Associate’s Employed FT CA
P10 Slightly Liberal 45 Female White Doctoral Employed PT DE
P30 Liberal 61 Female Black/African American Master’s Seeking Employment MD
P43 Conservative 40 Male Black/African American Bachelor’s Employed FT GA
P40 Liberal 38 Female White Bachelor’s Employed PT MD
P45 Slightly Liberal 25 Male Asian Bachelor’s Seeking Employment DE
P15 Slightly Liberal 21 Female White Some College Student RI
P29 Liberal 20 Female White Some College Student DE
P31 Liberal 28 Male Black/African American Bachelor’s Employed FT DE

Table 1. Summary of Interview Participants (FT = Full Time, PT = Part Time)

randomly selected and independently coded by both researchers. The initial inter-rater reliability
(IRR) of the coding was calculated using Cohen’s kappa [103] and resulted in a score of 0.54 on
the first randomly selected transcript. The researchers met to resolve disagreements and clarify
the codebook’s definitions, achieving an IRR of 0.84 (“near-perfect” agreement [24]) in the second
coding round with another randomly selected transcript. The remaining transcripts were then split
between the two researchers and coded independently. See our Supplementary Materials Note 3
for the complete codebook, including definitions. Refer to Figure 1 for detailed data analysis steps.

4 Findings
Our findings use a cross-data synthesis approach, referencing insights from different data sources
to answer the research questions. In this section, we first report on findings from our online
survey, mainly focusing on participant demographics and their online news consumption habits.
We contrast this with findings from the browsing data collected. We also present results that relate
news media literacy and information literacy levels to performance on our headline evaluation
tasks. Then, we turn to qualitative insights into people’s perceptions of tracking and interventions
in online news browsing experiences from our interviews.

4.1 Survey Findings
In all, 34 participants completed the online survey. Results in this section help to contextualize our
participant sample. The median age of participants was 27 years old (SD=13.53, Rng=20-67). We
outline additional demographics in Table 2 and Table 3 before going into additional detail regarding
their perceived internet and computer usage, preferred news outlets, scores on information and
news media literacy scales, as well as results from our headline evaluation task. See supplemental
material Note 5 for additional participant demographics.

4.1.1 Online News Consumption. Overall, self-reported news-seeking behaviors varied widely,
with the majority reporting that they seek out and read news online at least daily. A full break
down can be seen in Table 3 (c).

4.1.2 Preferred News Outlets. Participants reported visiting well established and widely recog-
nized media outlets across. Self-reported news consumption was measured using a check-all-that-
apply question asking participants which news websites (including a write-in option) they visit
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regularly. The majority of participants self-reported consuming news from The New York Times
(58.8%), CNN (38.2%), Washington Post (38.2%), NPR News (26.4%), USA Today (14.7%), Buzzfeed
(11.76%), all of which are considered to have left-leaning or liberal editorial stances. We have also
noted international news sources such as the BBC (38.2%) and The Guardian (17.64%).

4.1.3 News Media Literacy. On average, participants demonstrated a relatively high level of
news media literacy (i.e., the knowledge and motivations needed to identify, engage with journalism,
analyze and evaluate content). The overall news literacy index for the participants, ranging from 0
to 1, was 0.83 (SD=0.10) using a scale described in Vraga et al.’s work [115] (Refer to Figure 3).

4.1.4 Information Literacy. The participant group had a low level of information literacy. The
mean score was 0.58 (SD=0.31) on Boh Podgornik et al.’s information literacy index [19] (Figure 3).
As per the formal definition, this suggests that participants in our sample had a lower level of skill
in conducting an efficient search for information, thinking critically about pieces of information,
and selecting sources that are high in quality.

4.1.5 Headline Evaluations. To assess factors influencing participants’ judgment and decision-
making in the context of online news consumption, we conducted a headline evaluation task where
participants evaluated two groups of headlines (true/false) and whether they would share them; see
Figure 5 for sample headline news. News accuracy scores range from 0 (no accuracy) to 1 (perfect
accuracy). Sharing score also ranges from 0 to 1 (higher values indicate higher likelihood to share).
Discernment scores range from -1 (all incorrect responses) to 1 (all correct responses) because
they measure ability to distinguish headlines and can take both positive and negative values. On
average, the Accuracy Rating (perceived accuracy of the article itself regardless of whether it is
chosen to share it or not) given to true news articles is somewhat higher (AR_true = 0.58, SD = 0.15)
than to false articles (AR_false = 0.43, SD = 0.19) (Figure 4). Thus, participants rate true articles
as more accurate than false articles in the provided sample. Second, in the context of our group,
there was a relatively low likelihood of sharing both true and false articles that fell below the mean.

Gender Count (%)
Female 21 (61.76%)
Male 13 (38.24%)

(a) Gender Distribution

Race Count (%)
White 16 (47.06%)
Asian 10 (29.41%)
Black or African
American

5 (14.71%)

Hispanic or Latino 1 (2.94%)
Prefer not to de-
scribe

2 (5.88%)

(b) Race Distribution

Employment Count (%)
Full time 15 (44.12%)
Part-time 3 (8.82%)

Seeking employment 3 (8.82%)
Student 13 (38.24%)

(c) Employment Distribution

Table 2. Gender, Race, Employment

Political Leaning Count (%)
Extremely Liberal 1 (2.94%)
Liberal 12 (35.29%)
Slightly Liberal 7 (20.59%)
Moderate 7 (20.59%)
Slightly Conservative 5 (14.71%)
Conservative 2 (5.88%)
ExtremelyConservative 0 (0.00%)

(a) Political Leaning Distribution

Education Count (%)
Bachelor’s Degree 17 (50.00%)
Masters Degree 7 (20.60%)
Doctoral or Profes-
sional Degree

4 (11.76%)

Associate Degree 1 (2.94%)
Completed some col-
lege but no degree

3 (8.82%)

Post High School Voca-
tional Training

1 (2.94%)

High School Graduate 1 (2.94%)

(b) Education Distribution

News Consumption Count (%)
Several times an hour 3 (8.82%)
Once an hour 4 (11.76%)
Several times a day 11 (32.35%)
Once a day 5 (14.71%)
Several times a week 6 (17.65%)
Once a week 3 (8.82%)
Several times a month 1 (2.94%)
Never 1 (2.94%)

(c) Online News Consumption

Table 3. Political Leaning, Education, News Consumption
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However, true and false articles were equally likely to be shared by individuals (SH_true = 0.22, SD
= 0.24, SH_false = 0.23, SD = 0.27) (Figure 7). Hence, content accuracy is not a strong determinant in
shaping their sharing behavior. Third, we measured headline discernment. It assesses participants’
ability to differentiate between true and false content when deciding what they would share on
social media. Participants had a slightly negative score (DI_dis = -0.01, SD = 0.16) for headline
sharing discernment indicating people tended to have a bit of difficulty in recognizing credible
articles that are worth sharing. However, the mean score for accuracy discernment was positive
(DI_acc = 0.15, SD = 0.20) (Figure 6) indicating participants tended to share articles they thought
were accurate despite the struggle with discernment. More detailed analysis of these measures in
relation to the web logs are presented in the section 4.3.

4.2 Findings | Browsing Data
Having gathered insights from self-reported measures on participants’ news consumption habits
and media literacy skills, this section examined observed data logs and reports on descriptive
statistics computed from our browsing data.

4.2.1 Browsing Time. Participants, on average, engaged with the plugin for nine days throughout
the two-week logging period. Overall browsing time, including news browsing, varied greatly
among participants, with some being very active and others less so. Sessions were analyzed (similar
to [15]) in terms of general browsing and news sessions. To define distinct sessions on a given
day, we segmented periods of activity when separated by a gap of 15 minutes or more with no
user engagement (e.g., clicks, scrolls, or changes in domain). On average, users engaged in active
browsing for approximately 2 hours (SD=1.43) each day. Some had short active browsing periods,
lasting as little as 10 minutes (i.e., actively going from page to page rather than dwelling on one
Google Doc for several hours) and others for up to 5 hours.

4.2.2 Sessions Logged. Despite self-reported engagement with news, our log analysis suggests
their everyday news consumption does not match these perceptions. On average, participants
engaged in two non-news sessions per day (SD=0.78) and approximately one news session per day

Fig. 3. News Media Literacy and Information
Literacy: Average score on news media literacy is
greater than that of information literacy with less

variance.

Fig. 4. Accuracy ratings for articles: Participants
rated the accuracy of different articles on a scale from

1 to 6. The figure displays the distribution of
normalized accuracy ratings.
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(a) True headline (b) False headline
Fig. 5. Headline Evaluation Task: Participants assessed the credibility and trustworthiness of news headlines

(SD=0.55) as illustrated in Figure 8. A “non-news session” indicates a browsing session without visits
to news websites while a “news session” refers to a browsing session where participants interacted
with news content by visiting at least one article. In total, we estimate that 17% of browsing sessions
were news sessions. Of the 34 participants, 20 recorded news sessions (59%).

4.2.3 News articles, consumption bias, and domain reliability. In news sessions, news reading
participants (20/34) collectively consumed 355 articles averaging 17 articles per participant. Our
logs also indicate that the majority of articles read by our sample had a “left center” bias rating.
To determine this, we relied on AllSides’ classifications of publishers [8] (left, left center, center,
right, and right center) to tag articles and then looked at the dominant content class read by each
participant. Most consumed articles with a left-center bias (14, 44.42%) , a few (3, 9.09%) consumed
articles with a center bias, two (6.06%) with a left bias, and one (3.03%) with a right bias. Further, we
analyzed the reliability of domains of news publishers by cross-comparing our logs with a dataset
by Hause et al. [64] containing these ratings. Among 84 unique publisher domains visited by our
participants, only five were labeled as “unreliable”, while the vast majority (79/84) of domains were

Fig. 6. HeadlineDiscernment: Accuracy discernment
is greater than that of sharing discernment.

Fig. 7. Likelihood of sharing: True and false
articles were equally likely to be shared.
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labeled as “reliable”. These findings support the research by Guess et al. [44] and indicate that
participants had limited exposure to unreliable publishers known for producing misinformation.

4.2.4 Lateral Reading. Toward addressing one of our primary research questions—do participants
engage in lateral reading in reality when engaging with news—findings indicate that 16 out of 34
(47%) participants presented evidence of lateral reading, using multiple news sites when engaging
with a news article. We defined conditions for tagging instances as lateral reading by focusing on
factors like article timestamps (e.g., must be within 5 minutes of each other) and content similarity
(e.g., must be a similar topic).

4.3 Findings | Browsing Data and Survey
Our data and findings so far suggest that the more time participants spent online, the more they
engaged with news articles of a “left center” variety. We also analyzed users’ reading behaviors and
identified those who exhibited lateral reading behavior. Next, we explore relationships between
survey measures and these features (if any). We used different tests, such as the t-test and the
Mann-Whitney test, depending on the nature of our data and normality assumptions.

4.3.1 Time Spent Online, News Consumption, and Literacy Scores. According to our log data, users
who engaged in more news reading sessions, read more news. Figure 9 shows a strong positive
correlation (r = 0.79) between the number of “news_sessions” and the corresponding “total_articles”
(p = .004). A linear regression analysis was performed to examine the influence of the variable
“news_sessions” on the “total_articles”. An ANOVA was used to test whether this value was
significantly different from zero. It seems to follow that those who engage more frequently with
news sessions tend to encounter a higher number of total articles (𝑅2 = 0.63, f(1, 31) = 51.84, p <
.0001*.) Using our present sample, we also observed, (as seen in Figure 10) a moderate-positive

Fig. 8. Participants’ Daily Browsing Patterns.
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Fig. 9. Articles read and News session Fig. 10. Information literacy and News session

correlation (r = 0.4) between how often individuals engaged with news (“news_sessions”) and their
information literacy levels (𝑅2 = 0.16, f(1, 31) = 5.98, p = 0.02*), but the same was not true for news
media literacy levels. Regression indicated that news sessions explained 4.36% of the variance in
news media literacy, but this effect was not statistically significant (F = 1.41, p = .243, 𝑅2 = 0.04).
We also saw a meaningful association and positive correlation (r > 0.2) between age and the

total number of articles accessed and the interaction with news sessions. Within our sample, older
individuals tend to access or read more articles than younger individuals.

4.3.2 Literacy Scores, Information Accuracy, Discernment, and Sharing Behavior. Participants with
higher news media literacy scores tend to assign lower accuracy ratings to false articles (r = -0.43,
𝑅2 = 0.18, f(1, 31) = 7.17, p = 0.0117*); see Figure 11. Thus, individuals with better news media literacy
skills are more likely to recognize and label false information as inaccurate. They are also better
at determining the accuracy of headlines (r = 0.4, 𝑅2 = 0.15, f(1, 31) = 5.6, p = 0.0245*); see Figure
12. However the relationship between news media literacy and accuracy rating of true articles is
non-significant (r = -0.04, p = .845).
Likewise as news media literacy increases, there is a tendency for the likelihood of sharing of

both true and false articles to decrease, and vice versa (p < .05). Participants with higher news media
literacy are more cautious and discerning in their sharing behaviors, being less likely to share

Fig. 11. News media literacy Vs. Accuracy rating of
false article

Fig. 12. News Media Literacy Vs. Accuracy
Discernment
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Fig. 13. News media literacy Vs Likelihood of sharing
(True article)

Fig. 14. News Media Literacy Vs Likelihood of
sharing (False article)

News Media Literacy (nml) Information Literacy (inf)

Dimension r 𝑅2 f(1,31) p r 𝑅2 f(1,31) p

Accuracy Rating of True article -0.04 0 0.04 0.845 0.1 0.01 0.33 0.565
Accuracy Rating of False article -0.43 0.18 7.17 0.0117* -0.5 0.25 10.33 0.0030*
Accuracy Discernment 0.4 0.15 5.6 0.0245* 0.5 0.31 14.13 0.0007*
Likelihood of sharing True article -0.47 0.22 8.9 0.0054* -0.5 0.23 9.6 0.0042*
Likelihood of sharing False article -0.5 0.19 7.4 0.0020* -0.5 0.24 9.9 0.0035*

Table 4. Summary Statistics for media literacy dimensions, with p-values tested at the 0.05 level.

articles without verifying their accuracy as seen in Figure 13 and Figure 14. In Table 4 the regression
values and significance tests for the regression model across all the variables are presented in
detail. Check Supplementary Note 4 for similar plots in information literacy. The interpretation
of how these measures relate to information literacy is similar to that of news media literacy.
For the remaining measures, either there was non-existent relationship or they were statistically
insignificant.

4.3.3 Lateral Reading and Average Time Spent Per Day. We also observed that participants who
practiced lateral reading spent more time online (M=2.2 hrs a day actively browsing, SD=88.06 ) than
those who did not (M=1.7 hrs a day actively browsing, SD=84.32 ) (Figure 15). However, for the given
data, Mann-Whitney U-Test showed that the difference between “Yes” and “No” with respect to
avg_minutes_per_day, was not statistically significant (U = 101.5, p = .217, r = 0.22).

4.3.4 Lateral Reading and News Session. Participants who read laterally more had higher values
for the dependent variable number of news_sessions (M=4, SD=4.06) than those who did not (M=1,
SD=2.19). For our given data a Mann-Whitney U-Test showed that the difference between two
groups was statistically significant, (U = 64, p = .009 with a medium effect (r = 0.47)).

4.3.5 Lateral Reading and Literacy Scores. Participants who demonstrate lateral reading behaviors
scored higher on our literacy measures, as illustrated in Figure 16. The results of the descriptive
statistics showed that the Lateral reading (Yes) group had higher values for the dependent variable
news_media_literacy (M = 0.87, SD = 0.07) than the (No) group (M = 0.79, SD = 0.12). Similarly, (Yes)
group had higher values for information_literacy (M = 0.7, SD = 0.29) than the (No) group (M =
0.47, SD = 0.29). Levene’s Test and the Brown-Forsythe Test, both are used to assess whether two or
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Fig. 15. Lateral reading and Time spent browsing
(mean scores labeled)

Fig. 16. Lateral reading and Literacy scores (mean
scores labeled)

more groups have equal variances, which is an important assumption in many statistical tests like
the t-test or ANOVA. Our analysis also suggest that our data does not significantly deviate from
normality.
A two-tailed t-test for independent samples (equal variances not assumed) showed significant

differences in mean scores between the two groups for news_media_literacy (t(25.92) = 2.17, p =
0.0378*, 95% CI [0.01, 0.15] ). Similarly, for information_literacy, the difference between Yes and No
(equal variances assumed) was statistically significant (t(31) = 2.28, p = 0.0291*, 95% CI [0.03, 0.44]).
The effect size ranges from medium to strong in both cases (Cohen’s d = 0.77 to 0.8). Given the
nature of our p-value, R square and moderate correlation combined with the significant overall test,
we consider our results as suggestive and preliminary. We also conducted a residual analysis and
verified that our model assumptions were not violated. With all these tests, we want to understand
the role of underlying factors rather than using the model to make predictions.

4.4 Interview Findings
To understand how participants online actions align with the data from logs and survey, we
conducted a follow-up, semi-structured interviews. During these interviews, 15 participants were
asked to reflect on (i) their present behaviors, including their news-seeking habits, over a two-week
period and related topics. Additionally, they discussed (ii) perspectives on existing interventions
and (iii) offered recommendations for tailoring interventions to better meet their needs.

4.4.1 Current Behaviors. This section explores participants’ browsing habits and perspectives
on the challenges of misinformation spread and possible interventions.

News reading and browsing habits. In discussing the time spent online for reading news, interview
findings showed a contrast between self-reported frequency of news consumption and observed
habits. Most participants (14/15) in our interview acknowledged a daily habit of reading online
news articles with an average of 45 minutes per day reading. Seven out of fifteen participants found
it challenging to track their reading time due to multitasking and switching tabs. Inconsistent
reading patterns across different platforms like websites, apps, and social media further complicated
time estimation. Participants also stated that they try to assess the credibility and relevance of the
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source before deciding how much time and attention to give which allows them to be efficient and
maintain control over what they read.

“I often struggle to figure out how much time I spend reading articles because I’m quite
meticulous about fact-checking. If I read an interesting article, I don’t just stop there; I
want to see how different news outlets are portraying the same story. So I might go to
CNN, Fox, or even MSNBC or PBS to read coverage there, so it’s a bit tricky to nail down
exactly how long I’m on each article” (P17).

Second, some did not engage in reading online news regularly, and when they did so, they did it
briefly: “I am clicking on and off pretty fast, but I don’t know what the average time is” (P10).

Sharing habits. Most participants (12/15) admitted to sharing sensational, outlandish and exciting
news aligningwith their beliefs, primarily for entertainment, regardless of their accuracy. They share
such stories with close contacts who share similar views. However, some participants acknowledged
efforts to reduce this behavior. For instance, P13 mentioned, “I try not to share hot-button content
anymore. If it’s an interesting science article, I might share it, but I never read the comments. I’m
just simply reading it, and that’s it”. Participants also shared insights into information overload
influences their sharing and discernment behaviour. As P27 stated, “When I’m overwhelmed by the
volume of information, I tend to share less. It feels like I can’t keep up, so I become more selective in
what I share with others”.

Fake News Propagation. Before discussing potential solutions to combat misinformation, we
asked participants on why misinformation spreads. All 15 participants pointed to confirmation
bias and political bias as key factors, often tied to political motivations. For instance, P34 observed,
“those who spread false information force people or lead people to support certain policies”. While
two participants doubted intentional sharing of fake news, others cited reasons such as lack of
education (4), failure to critically evaluate sources (4), financial gain (5), or a desire for attention on
social media (2). Participants emphasized the need for media literacy to assess information sources
and discern motives behind false information.

4.4.2 Perceptions of Current Interventions. This section aims to evaluate the effectiveness of
current interventions and gather insights to improve them further.

Perceptions of Media Bias ratings. When asked about media bias ratings, a third of participants
(5/15) strongly supported the idea by saying it helps them to cross-reference different sources to get
a more balanced view while another third had opposing views. P13 expressed frustration, saying, “I
wish there were no biases. I feel the media is heavily biased and I can never be sure if the information
I am reading is accurate. It is very frustrating. I worry about perpetuating biased narratives”. The
remaining participants were neutral, believing media bias can be helpful but advocating for reduced
bias in publishing.

Perceptions of Personalized Recommendations and Tracking. Over half of participants (10/15)
attribute misinformation to personalized recommendation systems, linking it to political polar-
ization. Some (3/15) actively restrict these systems desiring unfiltered news. P13 stated, “I don’t
want [news] tailored to me. Just give me everything that’s out there and let me decide what I want to
look at.” The rest (2) expressed frustration in trying to avoid online tracking enabling personalized
recommendations. For example, P41 said,

“I tried to disable the privacy settings and cookies but Google and other search engines
still seem to know what I am thinking. I don’t think I can alter it much. I’ve reached the
point where I won’t do anything that requires a complex algorithm and is commercial.
I’m going to stop watching YouTube and Netflix. YouTube merely wants to keep you there
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while becoming more extreme. I can definitely see how these algorithms lead to political
polarization” (P41).

About half (7/15) find it challenging to find the news they want, while the rest (6/15) believe
algorithms effectively suggest relevant articles without any issues. For example, P42 stated, “No
issues with algorithms; they’re helpful, and suggest relevant articles I might have missed, saving me
time from searching and reading [uninteresting] content.” The remaining (2) stressed the importance
of algorithms presenting diverse perspectives. P45 mentioned,

“They can show different sides of an issue, making sure each news story includes a right-
wing perspective. While not all do, many have an equivalent. For example, CNN is against
Fox. I think they should present a variety of viewpoints and let me decide for myself. People
have different views on algorithms—some like them for suggesting news, while others want
more diversity” (P45).

Perceptions of Content Warnings. Most participants (12/15) found current interventions like con-
tent warnings and fact-checking features helpful in their online news experiences. They recognized
content warnings as valuable, especially for graphic or extreme content and news about public
health or elections. However, a smaller number of participants (three) found them annoying. Par-
ticipants mentioned various fact-checking tools, including Twitter prompts, Google Safari pop-ups,
Instagram pages, Yahoo website content warnings, and YouTube video warnings. For example, P11
mentioned,

“If you read an article about COVID or the COVID vaccine, it might say something like,
“Hey, be aware, this is out of date”. This news report is based on data from six months ago
and may not be up-to-date. Certain YouTube videos I’ve seen will show a warning that
says, Warning: The COVID-19 vaccine is known to be safe. This video presents an opposite
viewpoint. You should be aware of the truth” (P11).

While the rest three mentioned rarely or never encountering content warnings or other inter-
ventions while reading articles or browsing the internet. For example, P31 mentioned, “Yes, I am
familiar with content warnings, and I don’t usually visit sites where they would be needed”.

Perceptions of Sentiment Analysis and Nudges. Over a third of participants (6/15) support UI based
nudges, prompts and subtle reminders for title and content accuracy. However, half knew little
about these interventions, unsure of their effectiveness, while others couldn’t share an opinion.
Regarding sentiment analysis, over half (7/15) found it helpful if trustworthy, with privacy concerns
mentioned, with P45 stating,

“While sentiment analysis sounds interesting, I worry about the privacy implications but
yeah knowing the sentiment would be useful, but it depends on who’s evaluating it—AI
or a human being. If it’s AI, we need to improve it through machine learning. And those
nudges might feel intrusive, like someone telling me how to think. I prefer making my
own judgments without external influence”.

Similarly, one-third (5/15) were uncertain about the usefulness of sentiment or tone information,
with two expressing criticism and skepticism, “I’m not sure about the article’s sentiment or tone, but
it might be useful for those unfamiliar with the topic. However, it might also be unhelpful because, you
know, who are you to determine what is positive and negative?” (P44). Participant P44 also suggested
a personal informatics dashboard for users to reflect on their activity, assess behavior changes,

“It would be excellent to have a feature that allows users to view their activity during the
past week, reflect on what they did, and determine whether it has changed their behavior.
I’d like to see everyone have access to as much information as possible about the safety,
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efficacy, and costs of drugs, vaccines, devices, and medical services, particularly regarding
health care. Those who think the content warning is part of a conspiracy would not use it.”

Others proposed increasing filtering options within online publication systems. For example, P23
suggested, “You could have to filter for far left and far right news media content. So, if that’s what you’re
into, you’d get a mix of perspectives from both extremes...” Another suggestion from P24 favored
redirection rather than completely prohibiting articles that appear to contain misinformation. This
participant said,

“I would say that instead of outright banning articles that seem like they might be
misinformation, include a redirection”. For example, if an article discusses COVID-19 and it
seems that it’s probably unreliable, you could say, "This article may include misinformation
about COVID-19; please see the CDC website” (P24).

Knowledge and Familiarity with News Media Tools. When asked about evaluating sources, partici-
pants varied in their fact-checking engagement. While two-thirds (10/15) knew about fact checking
websites, most were unfamiliar with similar browser extensions. A few (2/15) occasionally checked
information with Snopes but not other sources. Others lacked a fact-checking routine, trusting
specific news outlets without verification. P10 mentioned, “I usually trust the news sources I follow
and never felt the need to verify the information they provide”. This highlights diverse fact-checking
approaches, from cautious verification to reliance on trusted sources.

Privacy Concerns with Online Tracking Tools. Opinions on a tool detecting misinformation and
tracking online experiences varied on privacy and data tracking. A third (5/15) expressed hesitation
due to concerns about constant monitoring. As P30 expressed,

“I rarely install plugins unless I believe they are crucial because I am generally wary
about data collection. If it monitors my browsing behavior, looks at my news, and gives
me feedback, I will not download it. It would be insulting to me personally, and it would
also be quite dangerous for many other people” (P30).

Seven were neutral, seeking clarity on data collection, privacy policies and data protection
measures, while two were positive seeing the potential benefits of accurate information about
online news publishers. Those neutral wanted clarity on data collection before considering use, as
P17 summarized,

“I would consider using it if I felt like I was being bombarded with false information and
needed a way to verify its accuracy, but I would need more information on its privacy
policies and data protection measures before making a decision” (P17).

Those who were positive saw value in tracking, wanting benefits in return, like P23 said, “I am
comfortable using such tools if they provide me with good articles, and I do not mind sharing my
browsing history with anyone, but they should give me something in return”. A few felt their data
wasn’t too valuable as P24 noted, “I do not worry too much because I do not look up anything too
crazy on my laptop. I also have a lot of third-party cookies, so they are always collecting my data on
Google Chrome and shopping websites, so I am not worried about giving it out voluntarily”. Overall
interview results show diverse opinions, with some positive, some hesitant, and most neutral,
seeking benefits for privacy risks.

5 Discussion
Our study’s key contribution is a thorough analysis of users’ online news consumption behaviors,
achieved through a mixed-method approach. By combining quantitative and qualitative methods,
we quantified behaviors and looked into the nuanced reasons and contexts behind them. Our ability
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to improve the validity of our quantitative results from a relatively small sample is supported
by previous research [16]. Other similar studies have demonstrated that integrating quantitative
data with qualitative insights leverages the respective strengths of each approach by generating
more complete data [28, 57]. Therefore, our approach allowed us to identify how perceived and
observed behaviors correlate with people’s ability to discern information, influencing their news
consumption habits. This examination of user habits and patterns forms the basis for understanding
how interventions can be effectively designed and implemented.
Here, we address our research questions, discuss discrepancies in users’ perceptions of their

news browsing habits with their browsing logs, and discuss perceptions of the challenges and
benefits of current interventions in news browsing experiences. Finally, we describe a set of design
implications for future tools and interventions.

5.1 Understanding Perceptions and Practices in News Consumption
Addressing RQ1, users may perceive themselves as consuming news from diverse sources or
spending significant time on news platforms. However, actual behavior analysis might reveal
a different pattern and show whether this behavior is consistent and sporadic, such as limited
engagement with varied sources or shorter reading times. As seen from our survey and interview
findings, this gap in perception and reality is influenced by factors like multitasking and variations
in reading intensity. That said, participants tended to visit reliable sources (as seen from section
4.2.3), and their behavior related to lateral reading aligns with what is typically taught in media
literacy interventions [116]. Although we did not explicitly inquire about participants’ formal
training in these methods, they demonstrated awareness of such practices (such as cross-checking
and lateral reading). However, responses on surveys and interviews may be influenced by social
desirability bias, where individuals portray themselves in a more favorable light, leading to potential
discrepancies between stated awareness and actual application [42].

5.2 Discernment Abilities In Online News Credibility Evaluation
To answer RQ2, the relationship between user features, such as literacy levels, and discernment
abilities in assessing news credibility is important in determining online information consumption
behavior. We observed that participants who engage in lateral reading were less likely to share
articles without verifying their accuracy (refer to section 4.3.2). These implications drive practical
applications in designing targeted tools and promoting desired online behaviors. For example,
integrating quantitative data on users’ news website visits and time spent with qualitative insights
on trust in news sources can inform effective interventions. We also observed that while information
literacy tends to be lower than news media literacy, both are correlated with data collected from
surveys and weblogs. Our results partly align with prior research on effectiveness of media literacy
interventions [45, 72] but offer a distinctive contribution by exploring the correlation between user
features and literacy dimensions that directly affect their online information consumption behavior.
Users with advanced literacy not only evaluate news more effectively but also may have developed
habits that protect them from misinformation.

On the other hand, contrary to concerns about the prevalence of misinformation [7, 63, 90], our
study suggests that interactions with misinformation, such as consuming news from unreliable
domains and sharing may be infrequent, supported by our analysis where only few instances
of misinformation hits were identified (refer section 4.2.3) and lower sharing likelihood. Despite
challenges in discerning truth from falsehood for sharing decisions (comparable to [30, 87]), partic-
ipants with effective lateral reading habits and higher news media literacy scores demonstrated
improved accuracy. The statistically significant, moderate, negative correlation with fake article
accuracy ratings indicates that individuals with higher levels of news media literacy are more
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likely to discern fake news as inaccurate. In contrast, the negligible correlation with true article
accuracy ratings suggests that news media literacy has little influence on the perception of true
news accuracy.

Hence, media literacy skills are practical in identifying false news, but their impact on recognizing
true news is less significant. We emphasize that accurate reporting of true news may lack critical
context, highlighting the need for media literacy to focus not only on debunking false information
but also on critically analyzing and verifying seemingly true news. Therefore, effective media
literacy tools should aim for behavioral change and consistently apply critical evaluation skills.

5.3 User Reactions to News Consumption Interventions
To answer RQ3, participants generally appreciated the concept of tools that might improve their
interactions with online news (section 4.4.2). Participants saw value in tracking their news con-
sumption habits and getting assistance with evaluating information during their online interactions.
They expressed frustration in navigating diverse news sources, and guidance on publisher bias was
viewed as a potential benefit of such tools. However, there was generally low awareness of existing
tools or browser plugins that provide such data, highlighting an awareness problem that challenges
adoption of such tools.

Participants also had privacy concerns around online tracking and the potential for data misuse—
particularly as it is easy to forget about as a few participants in our study did. Their views on being
tracked were varied and ranged from concern (i.e., not wanting to be tracked) to ambivalence (i.e.,
everything online already tracks them), though they tended to skew negative. Users may hesitate to
use tools requiring access to their browsing data or personal information. Additionally, there were
numerous challenges related to trust in online news systems, including the perception of media bias,
the creation of filter bubbles and echo chambers, and a lack of transparency in recommendation
systems (section 4.4.2).

5.4 Design Recommendations
Based on our study, we offer the following design recommendations for developers of online news
browsing and intervention tools.

5.4.1 Enhance Browsing with Personal Informatics. As indicated by our interview findings, users
may be interested in tracking their news habits to help them stay informed (similar to previous
findings [12]). Tools that provide personal informatics may mitigate over and under-estimation of
online news consumption by providing individuals with features to self-assess their time spent.
This interaction could even be playful, such as a news-tracking extension that prompts users to
guess their daily news engagement time and offers feedback to improve accuracy.

Future interventions based on personal informatics should be able to track users’ habits (reading
time, the number of articles read, and the dominant bias of the news articles consumed) and could
find ways to display this information back in holistic ways to offer insights via in-situ dashboards.
By surfacing data about past activities, users may be motivated to alter their behaviors to interact
with news more regularly, consume news from more reliable sources, seek alternative perspectives,
and avoid information silos. Interventions along these lines may help users better synthesize what
and how they experience online news. However, engaging general audiences versus avid news
readers may prove difficult as existing tools had general low awareness in our sample presenting
adoption issues.

5.4.2 Integration of the Lateral Reading Tools. The effectiveness of lateral reading—a strategy
encouraged to verify the credibility of online sources—is contingent upon individuals’ digital literacy
levels and cognitive abilities [116]. As seen from our study, while half of the users adeptly employ
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lateral reading to discern trustworthy information, others may struggle due to cognitive overload
or insufficient digital literacy skills. Also lateral reading and fact-checking typically correlates
with higher literacy levels, higher online engagement, frequent reading habits and a better ability
to evaluate the reliability of news sources (section 4.3). Thus, browser-based interventions that
are aimed at improving lateral reading skills could benefit from leveraging data from users who
excel in these techniques. This approach would also help less proficient users find appropriate
complementary content (similar to collaborative filtering methods [36, 65]). Further, within news
articles, integrating links to additional articles within the current reading eases lateral reading
[116], particularly if users’ behavior devolves to accessing only a subset of perspectives.

5.4.3 Optimizing Media Literacy. Based on the link observed between media literacy and rating
article headlines, future tools could offer personalized challenges and feedback tailored to users’
performance in assessing news article accuracy to help them identify misleading information
and reduce potential negative interactions. Since participants appreciate visual information and
interactive features, progress trackers can be embedded that shows users’ improvement in news
literacy over time based on these assessments. Use visuals or animations to display how their
skills develop as they use the intervention to encourage them to keep learning and improve their
skills. Given the weak correlation between news sessions, media literacy (section 4.3.1) and sharing
likelihood of true and false articles (section 4.3.3), interventions should focus on empowering users
more to critically evaluate information and consumer news from diverse sources rather than just
increasing news engagement. Future efforts should also consider that not everyone is equally
affected. Vulnerable groups, like those with low information literacy or unaware of lateral reading
as seen in our study, need special attention (e.g., if people tend to consume unreliable news, the
browser could provide a tutorial on identifying these sources). The inclusion of individuals with
lower levels of media literacy in the iterative design and evaluation process of the interventions is
essential.

5.4.4 Reflective Prompts for User Engagement. To address users’ limited exposure to diverse per-
spectives, as evident from their browsing logs dominated by left-biased news articles, interventions
can offer adaptive features based on browsing patterns. These features encourage verification.
Research suggests that incorporating simple nudges and prompts, such as reminders to emphasize
accuracy [91] can incentivize active user participation and promote healthy news consumption
[17, 34]. However, reflective prompts in online news consumption, rooted in self-reflection prin-
ciples, are less explored because they require active self-reflection on people’s biases and habits.
Given participants’ feedback about not wanting to be overwhelmed, we propose integrating brief
reflective prompts, periodic reminders, weekly summaries alongside behavioral nudges [55, 113]
directly into the online news consumption process as in-situ news reading interventions that does
not distract them from their primary online activities.

5.4.5 Non-Intrusive Practices. Our study found that though users were willing to contribute their
data for altruistic reasons such as improving online communities and similar to how people track
activities to record personal habits [26], participants had concerns regarding current online data
collection practices. Based on our qualitative results, installation and setup materials with clear
explanations of browser permissions will likely build user trust with these systems. Participant
unfamiliarity with plugins and existing tools in interviews implies that clear, well-designed tools
with transparency and privacy controls may improve adoption and usage. A gradual exposure
approachmay build user trust in initial interventions. Intervention tools can start with gentle nudges
or subtle reminders, allowing users to become familiar. Features should also balance effectiveness
and non-intrusiveness, allowing users to customize and control their experience, like potentially
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allowing users to choose the frequency or intensity of the intervention or opt for specific types
of content to be highlighted or flagged (similar to other browser-based intervention systems like
HabitLab [60, 61] and Home Sweet Office [108]).

5.4.6 In-situWarnings on ContentQuality and Standards. Based on user responses, postedwarnings
on online news content in exceptional situations (such as articles with false claims, biases, framing,
inflammatory language, emotional manipulation, sensationalism) are viewed positively. However,
these may not always be accurate or run the risk of being overused and ignored. They also risk
missing other opportunities to assist users with understanding online news content. One such
possibility is the implementation of alternative interventions that can detect sentiments, such as
emotionally charged words within articles, and visually highlight relevant sections. The purpose is
to draw the reader’s attention to those sections and the corresponding correction in situ rather than
simply posting a warning before the user has even engaged with the content. Improvised in-situ
warning methods, if designed right, might offer solutions to “backfire effects” in news consumption
intervention work [38, 69].

5.5 Future work and Limitations
While our pilot study, conducted with a convenient sample of participants offers an empirical
foundation for examining how users interact with online news media and misinformation, it is
important to acknowledge certain limitations in our work. As our study is largely exploratory, the
results should be interpreted cautiously. Our findings are not generalizable due to the small sample
size and a skewed demographic composition that leans toward highly educated liberal women with
a left or left-center bias. Second, and related to the previous point, our study focuses on the (natural)
sub-population of active news consumers. Therefore, its findings may not apply to those who have
limited exposure to news, mainly through online news platforms. Additionally, in analyzing user
experiences, it is imperative to recognize potential biases in participant responses, such as social
desirability bias and survey response biases stemming from question framing.
With respect to technical limitations, our study’s data collection was limited to participants

who installed our Chrome extension on their personal computers to read news, which provides a
unique insight into their browsing behavior on that device but does not collect data from others
(e.g., smartphones, work computers). We also acknowledge the limitations of the AllSides dataset,
which more than likely does not fully capture all content publishers (instead focusing on the largest
or most common) and may itself be biased in terms of its rating of publisher bias. Nevertheless,
our preliminary results and the trends we observed are interesting in corroborating that users’
self-reported news consumption habits often diverge from their observed online behavior and that
literacy levels influence users’ ability to discern new headline credibility. Future work can verify
these results by conducting larger studies with a more diverse sample and evaluating future news
interface support tools for their impact on online developing news media literacy skills in users.
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6 Conclusion
The objective of our study is to explore how users engage with online news platforms and leverage
these insights to design interventions that mitigate the spread of misinformation. We conducted
a formative study on the news browsing behaviors of 34 participants, using surveys, log data,
and interviews. Our findings indicate that higher media literacy and lateral reading habits are
linked to frequent and active news engagement and misinformation detection. Further, individuals’
attitudes toward online monitoring and interventions should be carefully considered in developing
online platforms and support tools. Users prefer transparent methods to counter misinformation
over interacting with hidden decision-makers and recommendation systems. This emphasis on
transparency highlights an important concern that should be considered when aiming to create
ethical and empowering online environments in this and similar contexts.

Our study advances CSCWworks by integrating behavioral insights (i.e., formative user behaviors
and interactions in online news environment) with qualitative data and self-reported behaviors. This
offers foundational knowledge for designing user-focused interventions and to improve users’ ability
to discern misinformation. Moreover, our research emphasizes that, while managing misinformation
threats is crucial, addressing howwe can respond effectively to this content and designing acceptable
interventions that make users more resilient is equally important. Our limitations include reliance
on computer-based data and skewed demographic distribution. Nevertheless, our insights into
individuals’ browsing behavior and the associated challenges and opportunities inform design
guidelines and practical implications for future work on systems and interventions in online news
experiences.
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