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Abstract 
Anxiety and depression rates in Computer Science (CS) students are 
double those of other undergraduates and 5-10 times higher than the 
general population. However, factors contributing to the elevated 
mental health issues in CS students remain unknown. To bridge this 
gap, we conducted need-fnding interviews (N=20), which revealed 
that the complexity of debugging, along with imposter syndrome, 
are key contributors to stress and burnout. Participants expressed 
openness toward and feature preferences in a computer-based Per-
sonal Informatics (PI) tool to facilitate self-refection. In response, 
we developed EmotionStream, an algorithm-assisted PI tool that 
provides both contextual and emotional insights based on individual 
behaviors. We found that participants rated their experience with 
the tool highly. Post-hoc analysis revealed that emotional states, 
augmented with contextual cues, show promise of predicting real-
time stress. Based on our fndings, we provide design implications 
for future PI tools to support CS student mental well-being. 

CCS Concepts 
• Human-centered computing → Empirical studies in HCI ; • 
Applied computing → Health informatics. 
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1 Introduction 
Young adults (ages 18-24) demonstrate the highest rate (39%) of 
mental illness [78], meaning many of their initial and ongoing expe-
riences with psycho-emotional distress occur during college years 
[84]. A nationwide survey conducted in the U.S. in 2020 encom-
passing 30,725 undergraduate and 15,346 graduate and professional 
students reported major depressive and anxiety disorders in over a 
third of the population [26], demonstrating a trend toward escalat-
ing levels of severe mental health problems on campuses nationwide 
[40, 78, 87]. Specifcally, a study conducted among U.S. engineering 
students revealed that they are nearly ten times more likely to ex-
hibit a high risk of serious mental health disorders compared to the 
general U.S. adult population [34]. A similar study reported that 
the prevalence of anxiety and depression symptoms was twice as 
high in CS students compared to other undergraduate students and 
5-10x higher than in the general population [103]. Notably, students 
in Computing felds face the highest risk of mental health disorders 
among all engineering disciplines [34]. Although recent research 
has explored the ways in which CS students may be able to reduce 
symptoms of anxiety and depression [37, 103], the reasons why CS 
students experience elevated mental health issues are unknown. Ji 
et al. have attempted to address this problem by investigating the 
reasons for stress among CS students, but the results are constrained 
only to students with pre-existing mental health conditions [52]. 
The specifc academic challenges that contribute to elevated stress 
and burnout in the broader CS student population remain unclear. 

In this paper, we investigate the unique challenges faced by CS 
students, particularly in relation to their academic work. Through 
needfnding interviews with 20 CS students, we identifed debug-
ging code, lack of self-awareness of stress, and imposter syndrome 
as the most stressful challenges stemming from academic work. Un-
successful debugging attempts caused participants to get trapped in 
a cycle of error detection and the inadvertent introduction of new 
errors. Furthermore, participants reported that prolonged eforts 
to fx their code led to a lack of self-awareness of their stress and 
emotions, resulting in increased feelings of burnout and cycles of 
sleep deprivation. When asked about their willingness to adopt a 
computer-based PI tool, most participants indicated that they were 
open to using such a tool to facilitate self-refection. They empha-
sized the need for real-time continuous emotional state monitoring 
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and stress refection across various situational contexts (activity 
type, application type, and the privacy sensitivity of the activity), 
as well as within diferent temporal contexts. 

To bridge this gap, we designed EmotionStream - an algorithm-
assisted PI tool that provides both contextual and emotional insights 
based on individual behaviors. EmotionStream adopts a hybrid ap-
proach that combines algorithmic output and self-reports to pro-
mote self-refection. EmotionStream has the following components: 
i) passive logging of emotional states through state-of-the-art Au-
tomated Emotion Recognition (AER) algorithms (DeepFace [97–99] 
and Residual Masking Network [85]) using facial cues, peripheral 
data (keystroke and mouse interactions), and application type ii) 
periodic collection of self-reported stress and emotional levels, stres-
sors, activity type, time, and privacy sensitivity through Experi-
ence Sampling Methods (ESMs) [64], and iii) visualization to depict 
temporal trends of emotional states across situational contexts to 
increase students’ awareness of their emotional responses to aca-
demic tasks. Finally, EmotionStream also allows participants to rate 
the system and provide feedback on the visualization dashboard. 

To determine the acceptability of EmotionStream and validate 
AER for stress prediction, we conducted a week-long naturalistic 
and unconstrained study with 12 CS students. Results showed that 
participants’ stress and emotional states varied with situational and 
temporal contexts. Specifcally, higher stress values were reported 
during debugging and later parts of the night, corroborating our 
qualitative fndings. Statistical analyses indicated a signifcant cor-
relation between situational contexts and stress levels among CS 
students. Furthermore, tool ratings and engagement demonstrated 
the acceptability of EmotionStream. Moreover, the alignment be-
tween AER model classifcations and self-reported emotional states 
yielded accuracies of 42% and 47% for Residual Masking Network 
(RMN) and DeepFace, respectively. Secondary analysis to predict 
momentary stress yielded an F1 score of 0.88 when augmenting con-
textual features with self-reported emotional states, highlighting 
the role of context in mental health. Our contributions include: 

• Qualitative insights regarding the unique challenges of CS 
students, specifcally due to academic tasks and their prefer-
ences for technological support. 

• A novel computer-mediated, algorithm-assisted PI tool Emo-
tionStream - that provides both contextual and emotional 
insights based on individual behaviors. 

• An evaluation of the reliability of AER models and the role 
of context in stress prediction: we demonstrate that context, 
when augmented with emotional cues, shows promise for 
stress prediction using existing AER tools. 

2 Related Work 
We focus our literature review on CS student mental health, PI tools 
developed in the mental health space, and the underlying AER and 
Stress monitoring techniques used in the same. 

2.1 CS Student Mental Health 
As noted in the Introduction, the mental health of students in higher 
education is a growing concern. A study conducted among U.S. engi-
neering students revealed that they are nearly ten times more likely 
to exhibit a high risk of serious mental health disorders compared 

to the general U.S. adult population [34]. A similar study reported 
that the prevalence of anxiety and depression symptoms was twice 
as high in CS students compared to other undergraduate students 
and 5-10x higher than in the general population [103]. Notably, 
students in Computing felds face the highest risk of mental health 
disorders among all engineering disciplines [34]. Multiple studies 
have explored the experiences of novice programmers in controlled 
and/or large scale classroom environments [15–18, 42, 59, 69, 115]. 
These studies revealed that students face both positive and negative 
experiences during programming [16–18]. Specifcally, students 
experienced negative emotions like frustration more frequently 
during their frst encounter with programming. Prior work has 
also pointed that negative academic experiences can afect student 
self-efcacy and academic outcomes [59, 69, 115]. Furthermore, 
imposter syndrome feelings-the doubt CS students had in their abil-
ities after being burned out from academic tasks - were found to be 
prelevant in CS students [91]. Despite these eforts, the reasons why 
CS students experience elevated mental health issues are unknown. 
Recently, Ji et al. have investigated the reasons for stress among 
CS students, but the results are constrained only to students with 
pre-existing mental health conditions [52]. Our work explores the 
specifc academic challenges that contribute to elevated stress and 
burnout in the broader CS student population. 

In response to the growing mental health needs of university 
students, there has been a rapid proliferation of digital mental 
health tools. These eforts range from mobile sensing and digital 
phenotyping [72, 73] to the integration of Cognitive Behavioral 
Therapy (CBT) techniques and storytelling [45] to provide users 
with personalized and engaging approaches to address their mental 
health concerns. The declining mental health of the broader student 
population has also led to discussions about how to support student 
mental health within the CS Education community as recently as 
2020 [2]. Research has explored the ways in which CS students may 
be able to reduce symptoms of anxiety and depression [37, 103]. A 
widely discussed study by Wang et al. through a continuous mo-
bile sensing app studied the association between objective sensor 
data from smartphones and the mental well-being and academic 
performance of CS students [111]. More recently, Tran et al. exam-
ined whether gratitude journaling in an introductory CS course 
would reduce stress and improve life satisfaction in CS students but 
found no signifcant impact on stress levels between the control 
and intervention groups [107]. The Computer Science Education 
Community has largely explored the emotional responses to pro-
gramming and specifcally debugging tasks, however, our work 
is the frst to understand stress and emotional responses from a 
mental health perspective outside large classroom environments in 
a student’s naturalistic environment. 

2.2 PI Tools for Mental Health 
PI systems have been defned as multi-staged models that “help 
people collect personally relevant information for the purpose of 
self-refection and gaining self-knowledge” [p. 2][67]. This model 
comprises fve stages: 1) In the preparation stage, individuals iden-
tify the specifc information to be recorded and establish the meth-
ods for data collection; 2) During the collection stage, data is sys-
tematically gathered; 3) In the integration stage, the collected data 
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is processed, combined, and transformed for analysis; 4) At the re-
fection stage, individuals engage with the data, exploring patterns 
and deriving insights; and 5) Finally, in the action stage, individ-
uals decide how to apply the insights gained from the analysis to 
inform future actions or behaviors. PI systems, designed to gather 
and refect on personal data to promote well-being and encourage 
positive behavioral changes, are commonly applied in managing 
mental health conditions such as mood [24, 77], emotions [48], and 
stress [1]. Visualization is commonly used as a medium for commu-
nicating insights in PI systems designed to facilitate refection [4]. 

Early work on PI systems by McDuf et al. presented a multi-
modal system that continuously monitors users’ valence, arousal, 
and engagement by utilizing various non-verbal and contextual 
signals [71]. In a recent study, Jorke et al. developed Pearl, a tech-
nology probe for machine-assisted refection on personal data for 
worker well-being [53]. Another study by Kim et al. explored the 
design possibilities of incorporating prediction algorithms and ex-
plainability into PI systems to aid users in retrospective refection 
using MindScope to examine how individuals interpret and use 
predictive algorithms for refecting on stressors [57]. On the other 
hand, in a recent in-lab mixed methods study, Hollis. et al. examined 
how people understand and evaluate diferent algorithmic feedback 
about their personal emotional data [48]. 

Despite several tools being developed and tested in a variety of 
populations, including college students, there exists a research-to-
practice gap in digital mental health; these tools developed and 
tested fail to achieve widespread adoption in real-world settings 
[66]. Specifcally for college students, the key contributing factor 
to this gap has been suggested as the mismatch between tool de-
sign and their everyday experiences [50]. Specifcally, they lack 
alignment of emotional states with the situation (activity type, 
application type, and privacy sensitivity of the activity) and tem-
poral contexts, which was expressed as a recommendation by our 
participants to promote self-refection, especially during academic 
tasks. Additionally, a recent study by Rooksby et al. revealed the 
human and ethical side of digital tracking and how it is critical to 
put student autonomy and self-determination at the heart of these 
approaches [90]. Inspired by their fndings and similar others [56], 
we identify our population’s preferences and privacy concerns for 
in-the-wild technological support to aid their mental well-being 
during academic work. Based on their openness and preferences, 
we designed EmotionStream - an algorithm-assisted PI tool that pro-
vides both contextual and emotional insights based on individual 
behaviors. Below, we detail the literature review on emotion recog-
nition and real-time stress monitoring, which constitute integral 
components of EmotionStream. 

2.2.1 Automated Emotion Recognition. Numerous methods have 
been explored to determine a user’s emotional state, including as-
sessing emotional states via physiological signals (e.g., heart rate, 
EEG, blood pressure) [29, 100], wearable sensor data (e.g., Microsoft 
Band or mobile phone) [88, 114], environmental data (e.g., light-
ing condition of the room, weather) [61], data directly reported by 
the user (via ESM or lifelogging) [39], and caretakers observations 
(e.g., parents in the case of infants) [36]. One such method is fa-
cial emotion recognition, which classifes user’s emotional states 
based on facial cues from images. Facial Emotion Recognition has 

been widely used in both industry and research settings. Education 
and Learning Sciences have utilized it extensively in in-classroom 
and online and remote learning environments to promote learners’ 
refection of afect and also make teachers aware of the same. In 
the mental health domain, it has been used in self-tracking tech-
nologies, mood-based interventions, and various other applications. 
Further, Ruiz et al. showed that teachers and students can utilize 
early information about students’ emotions to improve classroom 
results and learning outcomes [92]. In our work, We observed partic-
ipants’ emotions and context using EmotionStream - which utilizes 
two state-of-the-art facial emotion algorithms (output classes cor-
responding to seven basic emotions by Paul Ekman and Wallace 
Friesen 1) and context logging. Participants also responded to ESM 
prompts to record their afect (as Positive, Negative, Neutral) in 
20-minute intervals throughout each session. At the end of each 
session, a visualization dashboard showing temporal emotion cues 
along with context data is shown for promoting self-refection. 

However, existing facial emotion recognition systems are prone 
to various biases, such as those related to race, culture, and gender 
[113]. Therefore, deploying these systems in the real world may 
reinforce pre-existing biases. One reason for these biases is that the 
training sets do not represent the diverse population in the US (and 
this problem compounds when global representation is considered). 
In short, there is a diference between how the software codes 
for a particular emotion and what is going on in someone’s mind 
- particularly for diverse groups [8]. The reliability of the most 
accessible emotion recognition frameworks is underresearched. 
Recently, Kaur et al. (2022) characterized the magnitude and type 
of misalignment between observed emotion and reported afect via 
a one-day study that combined AER tool predictions with diary 
entries [55]. In this line of research, as post-hoc secondary research 
analysis, we evaluate the accuracy of two state-of-the-art AER tools 
and investigate using these models for real-time stress prediction. 

2.2.2 Real-time Stress Monitoring. Stress “occurs when demand 
exceeds the regulatory capacity of the organism” [30]. In a recent 
study, Ding et al. highlight that people often perceive their stress 
levels based on their own understanding of daily experiences [35]. 
While numerous technical methods for diagnosing stress help in-
dividuals interpret their stress levels, they often fall short of fully 
capturing the subjective nature of stress [49]. Early work by Adams 
et al. found that a self-report approach to detecting stress helps 
represent stress levels more accurately while also complementing 
algorithmic stress detection [1]. In a similar line of thought, Sanches 
et al. [94] argued that the key opportunity in designing stress man-
agement technologies lies in supporting individuals to refect on 
their experiences to better interpret their stress levels rather than 
placing the focus on diagnosing stress. 

A stressor is a social or emotional event that triggers a stressful 
response [28]. Stressors have been collected through various means, 
such as surveys [60], telephones [3], and smartphones [46]. Prior 
work has focused on understanding prevalent stressors and their 
role in depression [70], anxiety disorder [23], and PTSD [101], as 
well as in the broader population [3, 46, 60] for assisting users 
in managing their stress. For example, the DeepMood app [104] 
directed participants to input their moods and activities thrice a 

1https://www.paulekman.com/facial-action-coding-system/ 
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day to anticipate episodes of depression. As participants actively 
engaged in the mood-monitoring process through these apps, they 
observed an increase in emotional self-awareness. 

Prior work has found that a large number of contextual features 
are linked to mental health conditions. At certain times of the day, 
including early morning [43] and nighttime [12, 105], anxiety and 
depression symptoms may become more pronounced. Additionally, 
Brown et al. [22] reported that stress in early adolescents is majorly 
impacted by their homework load. In our work, we periodically 
collect stressors and their associated stress levels to promote self-
refection and demonstrate the role of situational and temporal 
context in predicting momentary stress. 

3 Needfnding Study 

3.1 Method: Interviews with CS students 
3.1.1 Data Collection. Our study participants were recruited using 
university list services and word-of-mouth. Our inclusion criteria 
were for a participant to be (i) 18 or older and (ii) a university 
student in CS. Prospective participants were invited to complete a 
preliminary survey. Once the research team received their response, 
the participants were sent a Calendly 2 link to provide their avail-
ability for scheduling an interview. Interviews were conducted from 
27 December to 15 March 2023. Interviews lasted approximately 
60 minutes (M=48) and were primarily conducted remotely over 
Zoom. Researchers and participants had their videos turned on 
during the interview, but only audio fles were used for analysis. 
Participants who were uncomfortable turning on their video par-
took in an audio-only interview. We used Zoom’s live transcription 
feature to automatically transcribe interviews and revised tran-
scripts using Otter.ai 3, and manually verifed them to improve 
accuracy. See our Supplemental Materials for more details on the 
interview protocol. Our participant demographics are as outlined 
in Table 1. Participants received $10 (USD) compensation for their 
time at the conclusion of the interview via an Amazon Gift Card or 
University Payroll. 

3.1.2 Analysis. We used Braun and Clarke’s thematic analysis 
framework to analyze interview data using a mix of inductive and 
deductive codes [20]. After conducting interviews with all 20 par-
ticipants, the researcher independently coded the transcripts using 
open coding and identifed emergent themes such as the role of 
academic coursework in Computing student mental health and the 
main challenges in managing their psychological well-being. The 
frst and third authors coded a total of 20 transcripts. We used De-
doose 4 to code the interviews and achieved a Cohen’s kappa value 
of 0.77 after two rounds of iteration (0.56 to 0.77). Throughout the 
analysis process, the team engaged in iterative and collaborative 
discussions to resolve disagreements and identify themes related 
to the challenges and needs of CS students. Our fnal codebook 
contained a set of 20 codes arranged into three high-level themes. 
See our Supplemental Materials for the fnal codebook. 

2https://calendly.com/
3https://otter.ai/ 
4https://www.dedoose.com/ 

3.2 Findings: Challenges 
3.2.1 Dificulties during Programming for Academic Work. Coding 
and debugging are integral components of the CS curriculum. Our 
participants all acknowledged attraction to the feld due to their 
problem-solving inclination. Despite this, they (20/20) expressed 
debugging to be extremely stressful and frustrating. Participants 
identifed a discrepancy between their expectations of successful 
code execution and the reality of encountering numerous errors, 
which they cited as the primary reason for facing difculty with 
debugging (13/20). P13 noted: 

Frustration is a big part of it [...] When I’m working on 
something, I kind of get stuck trying something over and 
over and over again. So I just keep getting frustrated. 
Naturally, you don’t exactly know what you’re trying 
to fx all the time [...] There were assignments in my 
sophomore year; I spent 14 hours debugging for a single 
class. These can be some pretty rough assignments. (P13) 

One-third of the participants noted a challenging contrast be-
tween grasping the logic behind coding concepts (e.g., loops) and the 
practical application of that knowledge demanded by assignments 
and labs, resulting in numerous errors in their code. Many reported 
that while the code may appear to work in theory or at certain 
stages, new bugs introduced during the debugging process often 
lead to additional frustration (9/20). Participants described a range 
of intense emotions during the process, including anger, frustration, 
restlessness, sadness, and panic. They often felt as though their 
eforts were in vain, leading to a sense of desperation and a desire 
to give up (9/20). P8, in her own words, describes her experience: 

I’ve literally sat at my computer and cried. I remember 
I was taking [a Data Structures class] [...] I was just 
dead. I just started crying because I literally thought I 
was the dumbest person ever. I was like, I can’t do this. 
And then I did that for 15 minutes. And then I settled 
down. [...] There’s been times where I’m on a [time] 
crunch. And I literally have no time to do anything. So, 
I’m frantically going through things. And I’m just not 
even feeling anything. I’m just reading and typing. And 
I’m like, what isn’t working? And I’m reading a million 
times because I have to get it in in a few hours. And 
then you’re happy when it fnally works, and you’re 
really excited. So I’ve just been through every emotion 
while doing that. (P8) 

Other challenges raised by participants during coding include 
difculties in remembering syntax (P4, P8), confusion in decipher-
ing library documentation (P1, P8), and navigating multiple pro-
gramming languages and IDEs (P4, P8). Several (6/20) noted that 
coding courses were markedly diferent from other non-CS courses 
they may have taken, primarily due to the elevated stress levels 
associated with debugging, their time-consuming nature, and the 
imperative to complete several of them within tight deadlines. 

3.2.2 Imposter syndrome. Imposter syndrome (misrepresentation 
of self in academic life as defned by Bothello et al. [19]) was report-
edly a common issue in participants. Over half (12/20) self-reported 

https://calendly.com/
https://otter.ai/
https://www.dedoose.com/
https://Otter.ai
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ID 
(Age, Gender) Ethnicity First-Gen Student Status Attended 

Counseling? 

Time spent 
on Computer 
(hrs) 

Tool study 
participant? 

P0 
(21, Male) White No 

Domestic, 
Graduate 

No 8 Yes 

P1 
(25, Male) White No 

Domestic, 
Graduate 

Yes 12 No 

P2 
(30, Female) Asian No 

International, 
Graduate 

No 3 Yes 

P3 
(22, Male) Asian No 

International, 
Graduate 

No 5 Yes 

P4 
(21, Female) Asian,White No 

Domestic, 
Undergraduate 

Yes 12 No 

P5 
(24, Male) Asian No 

International, 
Graduate 

Yes 12 No 

P6 
(29, Male) Asian No 

International, 
Graduate 

Yes 12 No 

P7 
(23, Non-binary) White No 

Domestic, 
Undergraduate 

Yes 10 No 

P8 
(22, Female) White No 

Domestic, 
Undergraduate 

Yes 5 No 

P9 
(26, Female) Asian No 

International, 
Graduate 

Yes 8 No 

P10 
(19, Female) Asian Yes Domestic, 

Undergraduate 
No 5 No 

P11 
(21, Male) Asian No 

Domestic, 
Undergraduate 

No 1-5 Yes 

P12 
(25, Male) Asian Yes International, 

Graduate 
No 8 Yes 

P13 
(21, Male) White No 

Domestic, 
Undergraduate 

Yes 4.5 Yes 

P14 
(20, Male) White No 

Domestic, 
Undergraduate 

No Not reported No 

P15 
(22, Female) Asian Yes Domestic, 

Undergraduate 
Yes 8 Yes 

P16 
(20, Male) African American Yes Domestic, 

Undergraduate 
Yes 6 No 

P17 
(18, Female) Asian No 

Domestic, 
Undergraduate 

No 5 No 

P18 
(21, Male) White No 

Domestic, 
Undergraduate 

No 4 Yes 

P19 
(18, Male) White No 

Domestic, 
Undergraduate 

Yes 4 Yes 

P20 
(20, Female) White No 

Domestic, 
Undergraduate 

N/A 6 Yes 

P21 
(25, Female) Asian No 

International, 
Graduate 

N/A 8 Yes 

P22 
(27, Female) Asian Yes International, 

Graduate 
N/A 2 Yes 

Table 1: Participant demographics 
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experiencing imposter syndrome, aggravated by the constant pres-
sure to prove themselves in the CS feld. While participants ac-
knowledged that this was common across disciplines, they per-
ceived imposter syndrome as more pervasive in CS due to the rapid 
pace of advancements in and high expectations of the feld. Par-
ticipants mentioned associating negativity with themselves, such 
as being labeled as a "bad programmer" (P15) or doubting their 
aptitude in CS (P4). P14 also highlighted how imposter syndrome 
created a competitive environment when he said, 

Yeah, the biggest challenge I’ve seen is the pressure to 
keep proving yourself in this feld; it’s very competitive, 
especially given that it is continuously growing. And 
being able to set yourself apart from your peers and let 
an employer know, hey, I’m better than the guy next to 
me. I feel that the pressure of trying to beat the person in 
front of you is the biggest challenge many CS students 
face today. (P14) 

3.2.3 Lack of Self-Awareness Mental States. Participants experi-
enced intense emotions and stress during their academic work, 
especially debugging, as noted in Section 3.2.1. However, one-third 
(7/20) of participants reported that prolonged eforts to fx their 
code led to a lack of self-awareness of their stress and emotions, 
resulting in a cycle of sleep deprivation and burnout. In the absence 
of stress-monitoring practices, participants sometimes relied on 
their own judgment to identify moments of stress. For instance, 
P10 shared her practice of taking breaks every hour during coding 
and debugging sessions, whereas P7 mentioned her intention to set 
a timer for 30 minutes and do a self-check about how she is feeling 
but was not successful in implementing it. Although participants 
(14/20) acknowledged the importance of breaks for their mental 
well-being, they struggled to adhere to them. 

Frequent lack of recognition of stress often led to feelings of 
burnout. Most participants (16/20) reported experiencing burnout 
during their CS program. Several (5/20) reported experiencing 
burnout during exam times at the end of semesters when their 
stress levels peaked. While most were certain about their experi-
ence, some were unsure until their therapists helped them recognize 
their burnout (3/20). Notably, one mentioned requiring interven-
tion from their professor to take a break (P3). P3 summarizes her 
experience as: 

Sometimes I think I don’t understand that I’m stressed. 
For example, last semester, I had an Android project to 
do. So. I fnished most of the coding part. But at that 
time, I didn’t realize that I was not taking breaks that 
much because I love coding. [...] But when it was exam 
time, it was so difcult for me because, for example, I 
was seeing ’not’ instead of ’hot,’ but I didn’t understand 
that maybe I was stressed. (P03) 

Participants noted that pre-existing challenges from other sources, 
including health and personal life, exacerbated their burnout expe-
rience and vice versa. Participants felt that extreme burnout was 
difcult to recover from. For example, P7 started to feel as though 
her burnout was causing her to lose her memory. 

3.2.4 Other challenges. Apart from the detailed challenges in the 
above sections, participants mentioned sufering from academic 

procrastination, leading to increased stress levels, especially during 
tight timelines. Additionally, they had existing mental and personal 
challenges that, when combined with academic challenges, made 
them want to leave the program altogether. 

3.3 Findings: Technological Support Preferences 
In the sections to follow, we frst explore whether participants are 
open to using technology to self-manage their psychological well-
being. Next, we detail the informational elements and visualization 
features participants envisioned to aid their mental well-being while 
performing academic work. 

3.3.1 Adoption of Technology. As shown in Table 1, more than half 
of the participants (11/20) in our study sought professional help 
to manage their mental health. Regardless of seeking or being in 
professional care, participants emphasized the importance of self-
resilience in managing their symptoms (P1, P14, P15). For example, 
P1 said: "I have visited counselors before, but at the end of the day, 
whatever I’m going to do is going to be the best thing to help myself." 
Although participants emphasized the importance of resilience, 
none reported using specifc tools to support their mental health. 
Instead, they relied on general productivity tools, such as digital 
note-taking and to-do list apps, rather than dedicated mental health 
support systems. When asked about their willingness to adopt a 
computer-based PI tool, most participants indicated that they were 
open to using such a tool to facilitate self-refection and manage 
their psychological well-being during academic work (16/20). P2 
mentioned: "Not everyone comes with the same background; very 
few people have [mental health] experience and can manage better, 
but many cannot, so a tool will certainly help."(P2). Notedly, P18 
mentioned: 

...[a tool] might not be immediately useful, but you can 
probably recognize some patterns out of it. And maybe 
use that to diagnose the [mental health] issue. Maybe if 
you went to therapy, it’d be an interesting tool to show 
and the [therapist] can kind of pinpoint a better solution 
to your problems, as opposed to without a tool. (P18) 

Participants extensively reported using their computers for most 
of their academic work over smartphones or tablets and expressed 
a strong preference to be monitored via their computers. 

3.3.2 Real-time stress and emotional state monitoring. Most partic-
ipants (18/20) expressed a preference for monitoring their mental 
states during academic tasks. From the interviews, participants ex-
pressed a preference for two types of monitoring: 1) Emotional state 
monitoring (13/20) and 2) Stress monitoring (14/20). For instance, 
P7 highlighted the value of emotional state monitoring, stating: 

I mean, for at least people who are less conscious of their 
emotions, it makes sense to use facial emotion recogni-
tion. I know it’s not like the most accurate technology, 
but even a little bit of info into how they seem to be 
feeling while they’re working on stuf could defnitely 
be an eye-opener for some people. (P7) 

Likewise, for stress monitoring, P17 noted: 
I feel like they can really beneft from some technol-
ogy that helps them monitor their stress levels in some 
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way; that can really help them be self-aware of how 
much stress they’re having and take care of themselves. 
I would explore it [such a tool] (P17) 

All participants identifed two potential benefts of monitoring 
stress and emotional states: 1) Promote awareness of their feelings 
during computer-based academic tasks and 2) Enable them to self-
manage (e.g., taking breaks when feeling consistently frustrated). 
Participants (18/20) emphasized stress and mood-based breaks, and 
P18 refected this when they said: 

I think one of the big things is, if I would notice that 
I’m at a volatile state where it’s not too good, I guess 
it might be an indication that it is time to take a fve-
minute break, [...] because I feel like with programming, 
you can kind of get stuck in this idea that you have to 
get it done all in one go. And that’s usually just not the 
case. (P18) 

3.3.3 Contextual monitoring. In addition to monitoring their emo-
tional states and stress, all participants expressed a need to monitor 
the contexts in which their emotional states and stress levels devi-
ated from what was normal to them. Participants (7/20) identifed 
the key contextual factors associated with their stress levels and 
emotional states to be: 1) Task-level data, 2) Keystroke metrics, and 
3) Other contextual factors such as time of day 

Task-level data: Participants expressed the need to identify the 
sources of their stress and emotional responses, particularly the 
activities that triggered these reactions. They also noted that a 
detailed breakdown of the time spent on each activity and the 
applications used would be benefcial in determining when to take 
breaks. 

Keystroke metrics: Participants, in addition to measuring task-
level metrics, showed an afnity to track any behavioral trends 
revealed by keystroke data, such as typing cadence. For example, 
P12 states: 

So I would say, this was something that came to my 
mind based on the way you were typing the keys some-
times. Because I would tap them hard or tap them fast 
if I’m stressed or doing some programming tasks, and 
I’m not able to achieve that task, or maybe bang that 
space bar, identify those patterns, if possible. (P12) 

Other contextual factors: In addition to the previously mentioned 
metrics, four participants recognized the importance of including 
the time of day they were working, noting that late-night coding 
sessions were associated with increased stress levels. 

3.3.4 A visual dashboard summarizing emotional trend. When asked 
how they would like to make sense of the data collected from these 
logging components listed above, participants (15/20) came up with 
various ideas, all of which had to be a summary of how they felt 
during the task and for how long. 

Maybe some kind of symbol representing how you’re 
feeling, like a little smiley face or a frowny face or, 
you know, stressed out a face or something that would 
maybe alert you if you were getting too stressed out or 
something and say, go take a 10-minute break. But not 
too in your face. Because if you can’t take a break, you 
know, you can’t take a break, you’d have to be able to 

easily shut it of or something. But I think something 
like that would be would be very benefcial. (P1) 

Participants expressed a desire for a dashboard that includes a 
timeline of their emotional states along with a summary of task-
level data each time they engaged in academic work. 

3.3.5 Preserve their privacy. Participants (16/20) preferred passive 
tracking, avoiding identifable data such as facial cues, audio, and 
their private application activity to be recorded. Participants empha-
sized the importance of storing and processing collected data locally, 
avoiding the need to send data to the cloud. They also highlighted 
the need for transparency regarding what data will be collected, 
where it will be stored, and how it will be processed. When shar-
ing data, participants preferred it to be done anonymously and in 
aggregate form, ensuring that no individual could be identifed. 
Participants further emphasized that the technological solution’s 
primary purpose should be to help them manage their stress and 
emotional responses, with enrollment remaining voluntary rather 
than mandated by the university. Four participants expressed con-
cerns about the potential negative impact of monitoring, describing 
it as a "double-edged sword" that could increase their stress due to 
the feeling of being constantly observed. 

3.4 Design Goals 
We distill our interview study fndings into the following Design 
Goals: 

• G1: Integrate computer-based mental health tools into aca-
demic environments 

• G2: Continuously track emotional states 
• G3: Track stress levels and associated contexts 
• G4: A visual dashboard summarizing emotional responses 
along with context data 

• G5: Maintain data locality and privacy 

4 EmotionStream 
As described in the previous section, our formative need-fnding 
work helped us determine a set of design goals that act as a founda-
tion for building a tool for CS student mental well-being. With these 
goals in mind, we designed and built EmotionStream—a computer-
mediated algorithm-assisted PI tool. Next, we present a user sce-
nario to describe how EmotionStream can be used, followed by 
features and the system’s implementation. 

4.1 User Scenario 
Alexa is a university CS student at University X who chose the 
major due to her love for coding and problem-solving. She recently 
started taking core CS courses and quickly began to realize that 
she is doing multiple coding assignments on a weekly basis. She 
started an assignment on a Saturday morning and went on till the 
night, although she thought she would break for lunch and dinner. 
Her code that night had more errors than she had begun with. Two 
weeks later, she realized how burned out she was trying to submit 
3 such assignments on time. She realizes she lost sleep and was 
under constant stress over these assignments. 

Looking to reduce her stress and understand her emotional re-
sponses to academic tasks, she starts using EmotionStream. She 
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Figure 1: Interface Design of EmotionStream. (A) The Consent and Initialization View, (B) Pre-Session View, (C) Contextual 
Self-Refection View, (E) Post-Session Insight View, along with visualization dashboard (D) 

notices that she has the option to start tracking her data once she 
launches the app and clicks ’Start Tracking’. Once she clicks this 
button, she is prompted to respond about what activities she will 
be working on, how long she is planning to work on, her current 
afect, stress, and the reason for that stress level. She begins work-
ing on her assignments and observes that her camera has been 
enabled. After 20 minutes, she is prompted to refect on how she 
is feeling, how stressed she is, the reason for her stress, and what 
activity she was doing. After her frst prompt, she notices these 
prompts every 20 minutes and answers them. When it is time for 
her to go to class, she hits ’Stop Tracking’ on the application and 
fnds her camera turn of. She is shown a visualization dashboard 
with her most prominent emotional state during that session, her 
top 5 applications and emotional states associated with them, how 
active she was during that session, and the temporal alignment 
of her emotional state during that session. When she views this 
visualization, she responds to a few additional questions, this time 
regarding her feedback about the system and the dashboard. 

One day later, she logs into EmotionStream to fnd that this 
is her second time using it, and she has responded to 10 surveys 
so far. She browses the folder in which her data is saved to fnd 
all the data from her previous session and the dashboard as well. 

In this folder, she fnds all her logs related to temporal emotional 
states, peripheral data (keys per minute, clicks per minute, key press 
duration), her prompt responses, her feedback about the system, 
and the visualization for each session. 

4.2 EmotionStream Interface Design 
In this section, we outline the interface of EmotionStream and the 
diferent views. The Consent and Initialization View prompts users 
to review the consent form and provides controls to initiate or halt 
tracking. The Pre-Session View facilitates session preparation by 
enabling users to log their planned activity, intended duration, and 
current stressors and emotions. During the session, the Contex-
tual Self-Refection View is triggered every 20 minutes to encour-
age self-refection on activities, stress, and emotions, while also 
allowing users to self-report additional ESM responses as needed. 
The Post-Session Insight View presents a survey alongside the 
system-generated visualization dashboard. This view supports self-
refection and taking free-form notes to capture their observations 
and lessons learned. The EmotionStream interface, depicted in Fig-
ure 1, was developed using Python’s TkInter module. 
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4.3 Features of EmotionStream 
We built EmotionStream with the aim of addressing design goals 
(G1-G5) presented in Section 3. We describe the three primary com-
ponents in the following: passive emotion recognition and context 
logging, ESM surveys, and the front-end visualization dashboard 
design. 

4.3.1 Automated Emotion Recognition (G1, G2, G5). Findings from 
Section 3.3.2 revealed that participants wanted to continuously 
monitor their emotional states (G2) on their computers when work-
ing on academic tasks (G1). Analyzing facial expressions is a widely 
used method to continuously detect emotional states in computer 
vision. To do this, we employed two state-of-the-art open-source 
facial emotion recognition models, DeepFace [97–99] and Residual 
Masking Network (RMN) [85]. Each of these models uses its own 
facial recognition packages. DeepFace uses a hybrid facial recogni-
tion model by wrapping multiple models like VGG-Face, Google 
FaceNet, OpenFace, and Facebook DeepFace [97–99]. RMN uses an 
OpenCV standard face detector model [85]. Every model listed cap-
tures facial features at the frame level. Our application records the 
timestamp at which the frame was identifed, the emotion detected, 
the probability of the detected emotion, and the probability list of 
the seven emotion classes (angry, disgust, fear, happy, sad, surprise, 
neutral) from both models. To maintain privacy as per participant 
preferences (G5, Section 3.3.5), no personally identifable data, such 
as the actual face or facial cues, were recorded. 

4.3.2 Context Logging. Our formative study revealed participants 
wished to capture the context in which they are at heightened 
moments of stress (Section 3.3.3). Therefore, we defned context as 
peripheral logging(keystroke, mouse), activity type, and application 
usage. 

Key Logger (G3, G5). The keylogger module takes real-time up-
dates from the user’s keyboard interactions using the "keyboard" 
Python module 5. Our application records the timestamp of the 
action, the type of action (UP, DOWN), and the type of key (KEY, 
SPACE, BACKSPACE) rather than the actual key pressed to main-
tain privacy (G5, Section 3.3.5). We use the logged data to compute 
attributes such as keystrokes per minute, average keypress length, 
average delay between key presses, and most keys pressed in a 
given interval. 

Mouse Logger (G3). The mouse logger takes real-time updates from 
the user’s mouse interactions using the PYNPUT library 6. Our 
application records the timestamp of the action and the type of 
action (MOVE, CLICK, SCROLL). Move and click actions write the 
coordinates of the mouse, while scroll actions log the scroll vector, 
indicating the velocity of the scroll. We use the data from the mouse 
logger to compute attributes such as clicks per minute, total mouse 
movement, average mouse speed, average scroll velocity, changes 
in scroll direction, mouse click length, and mouse click delay. 

Application Logger (G3, G5). To further capture the context of partic-
ipant’s academic work (G3), the Application Logger captures their 
interactions with applications. This component takes updates on 
one-minute intervals that log the timestamp, the application in the 

5https://pypi.org/project/keyboard/ 
6https://pypi.org/project/pynput/ 

foreground, and the number of applications in the background. We 
tracked the top fve applications most frequently in focus during 
each user session at one-minute intervals by analyzing CPU usage 
at specifc timestamps. We use these data to calculate the time spent 
on each application. We do not record the screen of the participant 
or collect any data that is personally identifable (G5, Section 3.3.5). 

4.3.3 Experience Sampling Surveys (G3). EmotionStream prompted 
users with a Pre-session View at the beginning of each session, a 
Contextual Self-Refection View at 20-minute intervals during their 
session, and a Post-session View at the end of each session. Q1, Q2, 
Q4-Q6 from Table 2 are displayed to the user in the Pre-Session 
View as soon as they launch the application and start tracking. The 
ESM surveys during the session in the Contextual Self-Refection 
View consist of Q1, Q3-Q7 from Table 2. The ESM prompts during 
the session were triggered under one of three conditions: (i) a strong 
( with >90% probability) negative emotion predicted by the AER 
models, (ii) a random interval N (where N is an integer between 1 
and 20 minutes) within the 20-minute block, or (iii) a manual self-
report initiated by the participant. These parameters were refned 
through a pilot study with fve participants prior to deployment to 
minimize response burden. 

4.3.4 Personal Informatics Dashboard (G4). The Post-session In-
sight View featured a dashboard visualization summarizing session 
data, including the proportion of time spent actively engaging 
with each application, the dominant emotion associated with each 
application, the most prevalent emotion throughout the session, 
temporally aligned emotional states, and peripheral activity. A user 
was deemed active during a one-minute interval if they interacted 
with their peripherals (e.g., typing or using the mouse); inactiv-
ity was recorded in the absence of such interaction. The emotion 
linked to each application was identifed by selecting the most fre-
quent emotion during its use at the minute level. A sample of the 
dashboard is presented in Figure 1. 

5 Evaluation of EmotionStream 
We structure the evaluation of EmotionStream into three subsec-
tions: 1) Self-Reported Measures and Contextual Associations: We 
summarize self-reported afect, stress, and stressors, highlighting 
statistically signifcant associations between stress, self-reported 
afect, and user context (mouse and keystroke interactions, time, ap-
plication use, and activities). 2) Tool Acceptability: We evaluate the 
acceptability of EmotionStream through two metrics: tool engage-
ment and rating responses from a post-session survey. 3) Post-Hoc 
Evaluation: Lastly, we evaluate the accuracy of AER models and 
predict stress utilizing self-reported afect and context. 

5.1 Methods 
We reached out to the same participants we interviewed during 
our needfnding study and also conducted an additional round of 
recruitment through university list services and word of mouth. 
10 participants were previously involved in our earlier study, and 
we gained 2 new participants. We distributed an intake form via 
Qualtrics, and based on the interest expressed, we sent them instal-
lation instructions. One additional inclusion criterion was for our 
participants to use a Windows OS-based personal computer (laptop 

https://pypi.org/project/keyboard/
https://pypi.org/project/pynput/
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I. Context Data Type 

Q1. What tasks are you currently working on? 

Q2. How long do you expect your session to last? 
Q3. What is the privacy sensitivity of the task 
you are currently working on? 

Categorical [Reading, Coding, Debugging, 
Writing, Other] 
Numerical 

Categorical [Private, Not private] 

II. Stress Data Type 
Q4. My stress level right now is 
Q5. Reason for stress is 

Likert (Scale: 1-10) 
Free-form Text 

III. Emotion Data Type 
Q6. Current emotional state right now is 
Q7. Emotion since the last time you answered the survey 

Categorical [Positive, Negative, Neutral] 
Categorical [Positive, Negative, Neutral] 

IV. Feedback Data Type 
Q8. What insights were you able to gain from the visualization? 
Q9. Do you have any feedback about 
the tool or visualization for the research team? 
Q10. How would you rate the system’s ability to 
accurately capture your emotions and computing behavior? 

Free-form Text 

Free-form Text 

Likert (Ordinal) 

Table 2: Questions from pre-, in-situ and post-surveys 

or desktop with a webcam) because we had created a Windows-only 
application. At the beginning of the study, we gathered information 
from our participants regarding demographics (e.g., age, gender, 
student status). In particular, we also collected the average time they 
spend using their computers for academic coursework daily. To 
collect data about the role of academic coursework in CS students’ 
well-being, asked participants to install EmotionStream. During the 
study, each participant was asked to use our tool for at least one 
hour per day for a week while performing academic tasks. 

5.2 Analysis 
The AER models used in this study predict emotions as one of 
seven classes: fear, disgust, anger, happy, sad, surprise, and neu-
tral. Following conventions in Afective Computing research [86], 
we categorized these predictions further into: positive (happy, sur-
prised), negative (angry, disgusted, fearful, sad), and neutral. From 
here on, we use the term afect for self-reported emotion ground 
truth. To determine the alignment of AER model predictions with 
self-reported afect from ESM surveys, we aggregated dominant 
emotions from frames over one-minute intervals [32, 54]. We calcu-
lated the percentage dominance of each emotion across the study 
duration, generating individual emotion profles for participants, as 
defned by [55]. For transparency, the distribution of all seven emo-
tion classes from both AER models is depicted in Figure 4. However, 
only Positive, Negative, and Neutral were included in the primary 
analysis for consistency with self-reported data. We extrapolated 
minute-level data by extending the last reported afect across the 
interval between consecutive ESM responses. 

5.3 Findings 
Over a 5-day data collection period, 12 participants generated 408 
survey responses. Each participant averaged 34 responses (Me-
dian=25, SD=24.6). They completed an average of 11 sessions (Me-
dian=9, SD=4, Range=5-18) and an average of 11.6 hours logged 

(Range=5-27). Survey responses per participant ranged from 7 to 
95. They reported engaging in 20 distinct activities, with the most 
frequent activities being coding, debugging, reading, and writing. 
The average session length was 1.13 hours. We excluded timed-out 
prompts that expired after a 5-minute duration. 

5.3.1 Self-reported Afect and Stress. 
Self-reported Afect. Participants’ afect were collected through the 
Experience Sampling Method as described in Section 4.3.3. During 
the study period, 73% of the self-reports were Neutral, 20% Negative, 
and 7% Positive. Among the participants, 42% experienced two 
out of three afect. Specifcally, 17% experienced only positive and 
neutral, while 25% experienced only negative and neutral emotions. 
When comparing male and female responses, females reported a 
greater proportion of positive emotions (23%) as opposed to males 
(2%). Due to the lack of self-identifcation of other genders, we only 
report Male and Female comparisons. 

Self-reported Stress. The study collected stress level data from self-
reports at 20-minute intervals. Participants’ average stress levels 
across sessions ranged from 1.7 to 5.8. When stress levels were ob-
served across activities, reading was associated with overall lower 
stress values, and debugging was associated with the highest stress 
across participants. Figure 2a displays the median stress levels of 
diferent activities, revealing that certain activities, such as debug-
ging, have more than 25% of the ESM responses with stress values 
above 7.5. Coding, on the other hand, was associated with more 
than 25% of its ESM responses above 4, and the maximum stress 
value reported is 10. 

Self-reported Stressors. Through the tool, at every 20-minute inter-
val, participants reported various stressors during the study, rang-
ing from personal health reasons to exams. Here, we provide an 
overview of the stressors for two reasons - frst, to provide verifca-
tion that participants raised challenges consistent with needfnding 
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(a) Activity wise stress data (b) Hour of day wise stress data 

Figure 2: Activity and hour of day stress levels 

interviews and to provide context for the additional analysis that 
follows. Academic stressors emerged from 1) thinking about poten-
tial things to do in the future to fulfll their academic requirements, 
such as a deadline to fnish an assignment, having multiple assign-
ments to complete within X time, and having upcoming exams and 
project submissions, fnding an internship to stand out 2) ongoing 
project work, assignments, timed quizzes, debugging code, unable 
to make progress 3) worrying about performance in a past exam, 
quiz, or coursework in general. Participants also reported additional 
stressors from personal issues such as health (eg. headaches, eye 
stress), and personal commitments taking up their time 

Association of Afect and Context with Self-reported Stress. To better 
understand stress, we considered stress and its correlation with 
afect and context features. In particular, we used Spearman’s corre-
lation coefcient, reported correlation coefcients, and p-values for 
each. There exists a negative and signifcant correlation between 
self-reported afect and stress (r=-0.36, � < 0.001). Additionally, a 
negative correlation was observed between the number of appli-
cations and stress levels (r=-0.28, � < 0.001). The hour of the day 
the student was working on their academic coursework was pos-
itively and signifcantly correlated with stress (r=0.2, � < 0.001). 
Similarly, the correlation of stress to mouse click speed (r=0.06, � < 
0.001), keystroke speed (r=-0.1, � < 0.001), and key press duration 
(r=-0.039, � < 0.001) were weak but signifcant. We did not fnd 
signifcance in the number of unique keys pressed. Participants 
reported 4 major activities in their academic coursework. We report 
correlations of stress with the contextual features and afect during 
these activities. 

a. Coding. Stress was negatively and signifcantly correlated with 
self-reported afect (r=-0.74, � < 0.001) and with the number of open 
applications (r=-0.38, � < 0.001), key press speed (r=-0.11,� < 0.001), 
key press duration (r=-0.15,� < 0.001), and unique keys pressed 
(r=-0.1,� < 0.001). Stress was positively correlated with the hour of 
the day (r=0.17, � < 0.001) and mouse click speed (r=0.1, � < 0.001). 

b. Debugging. Stress was negatively and signifcantly correlated 
with self-reported afect (r=-0.34, � < 0.001), number of open appli-
cations (r=-0.18, � < 0.001), and key press speed (r=-0.1, � < 0.001). 

A positive correlation was found for mouse click speed (r=0.1, � < 
0.001), and no signifcant correlation was found during debugging 
for the key pressed duration and unique keys pressed. 

c. Reading. Stress was negatively correlated with the number of 
open total applications (r=0.17, � < 0.001), key press speed (r=-0.06, 
� < 0.001), unique keys pressed, and keys pressed duration had a 
weak correlation. No signifcant correlation was found between 
mouse click speed and self-reported afect. 

d. Writing. Stress was negatively and signifcantly correlated 
with the total number of open applications (r=-0.4, � < 0.001) and 
self-reported afect (r=-0.44, � < 0.001). It was positively correlated 
with mouse click speed (r=0.15, � < 0.001). There was no signifcant 
correlation with keys pressed speed and a weak correlation with 
other keyboard features. 

5.3.2 Acceptability. 
Tool rating. We analyze the responses to 3 feedback questions about 
the tool during post-session surveys. Figure 3 shows the percentage 
of system ratings. 

Figure 3: System Ratings 

The scores indicate that participants were very satisfed with 
the app as EmotionStream received a rating of "Good" and "Very 
Good" from 60% and 10% of the survey responses, respectively. 
Open-ended feedback from participants explains their sentiments. 
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(a) Dominant emotion profle of RMN model aggregated at 1-minute 
intervals 

(b) Dominant emotion profle after removing Neutral label of RMN 
model aggregated at 1-minute intervals 

(c) Dominant Emotion profle of DeepFace aggregated at 1-minute 
intervals 

(d) Dominant emotion profle after removing Neutral label of 
DeepFace aggregated at 1-minute intervals 

Figure 4: Emotion profles of all participants 

Participants found it helpful to refect on their afect and stress 
at frequent intervals. For example, P18 mentioned, "I think the 
main reason for the reduction in my stress was because often I was 
asked about the nature of how I was feeling and why. Grappling 
with that question led to progress towards a better emotional state". 
Participants found the visualization at the end of their sessions to 
be helpful. For example, P13 mentioned "I did not realize how much 
I switch between diferent programs, which is easily seen with the 
visualization." However, some participants also provided feedback 
that they would prefer to see more explanation for the data shown 
on the dashboard. For example, "It would be useful to see the amount 
of activity associated with each application." 

Tool Engagement. We assessed tool engagement through two key 
metrics: 1) the total hours participants interacted with the tool and 2) 
the number of surveys (ESM responses) completed by participants. 
Although participants were only required to use the tool for 5 hours, 
the average tool usage time was 12 hours, more than double the 
required time. The highest engagement time was 29 hours. For 

Experience Sampling Method (ESM) responses, the response rate 
to the prompts was 92%. Three participants (P0, P11, and P13) had 
a 100% response rate, while the lowest response rate was 77.3% for 
P28. Additionally, two participants voluntarily chose to self-report 
their emotional states during the study, with P11 self-reporting 
in 39% of the sessions, and P18 in 16%. These fndings suggest 
high participant engagement, both in terms of required use and 
voluntary interaction, indicating that the tool was well-received 
and consistently utilized for self-monitoring. 

5.3.3 Post-hoc evaluation. Lastly, we evaluate the accuracy of AER 
models and predict stress using self-reported afect and context. 

Accuracy of AER models: We compared the two AER model pre-
dictions aggregated at the minute-level with self-reported afect. 
For comparison, only instances with complete data from all three 
sources (i.e., two model predictions and ESM survey responses) 
were included. 

1. Residual Masking Network. The RMN model’s overall accuracy for 
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RMN Predicted Values DeepFace Predicted Values 

Actual 

Positive Negative Neutral Total 
Positive 31 188 1250 1469 
Negative 69 2170 2121 4360 
Neutral 176 6913 5631 12720 
Total 276 9271 9002 18549 

Actual 

Positive Negative Neutral Total 
Positive 83 413 973 1469 
Negative 250 1172 2938 4360 
Neutral 787 4459 7474 12720 
Total 1120 6044 11385 18549 

Table 3: Classifcation values for predicted vs. self-reported afect. Left: Contingency matrix for afect predicted by RMN. Right: 
Contingency matrix for afect predicted by DeepFace 

classifying Positive, Negative, and Neutral afect is 42%, with preci-
sion at 0.49, recall at 0.42, and F1-Score at 0.43 (derived from Table 
3). Additionally, a chi-square test between the model’s prediction 
and self-reported afect revealed a signifcant diference between 
the two ( 2� (2, N=18549) = 912.17, � < 0.001, � = 0.15). A majority of 
Positive and Negative afect were classifed as Neutral, resulting in 
the low accuracy of these two classes (2% and 49%, respectively). A 
comparative analysis of Males and Females revealed accuracies of 
37% (Precision: 0.53, Recall: 0.37, F1-Score: 0.39) and 55% (Precision: 
0.45, Recall: 0.55, F1-Score: 0.47), respectively. 

2. DeepFace: On the other hand, the DeepFace model’s overall ac-
curacy for classifying Positive, Negative, and Neutral afect is 47%, 
with precision at 0.50, recall at 0.47, and F1-score at 0.48. Further, a 
chi-square test between the model’s prediction and self-reported 
afect revealed a lower chi-square value in the two distributions 
( 2� (2, N=18549) = 123.37, � < 0.001, � = 0.05) when compared to 
that of RMN, signaling a lower diference in the two values. The 
accuracy of Positive and Negative afect is 5% and 27%, respectively. 
A comparative analysis of Males and Females revealed accuracies of 
54% (Precision: 0.55, Recall: 0.54, F1-Score: 0.54) and 31% (Precision: 
0.35, Recall: 0.31, F1-Score: 0.30), respectively. 

3. Comparing RMN and DeepFace: In a chi-squared test-based com-
parative analysis, a signifcant diference was found between the 
predictions of each model ( 2� (2, N=18549) = 745.41, � < 0.001, � = 
0.14). Further, we can see that the RMN model classifes Females as 
expressing more positive afect, while DeepFace predicts Females 
as expressing more negative afect compared to Males, as seen in 
Figure 4. 

Predict stress from afect and contextual cues: Three diferent 
analyses were conducted to predict stress. For all the analysis, we 
trained independent Random Forest classifers for each user and 
reported the average F1 scores across individuals. The modalities 
(features) used in the classifers are self-reported afect, peripheral 
(mouse click speed, key press speed, key press duration, and unique 
keys pressed), app-related (foreground application, number of back-
ground applications, and activity type), and day specifc (hour and 
time of day, day of week). 

1. Stress prediction from individual modalities. Figure 5a shows the 
F1 scores when Random Forest Classifers were trained with each 
individual modality to predict stress. F1 scores from each modality 
were 0.55 from self-reported afect, followed by peripherals (0.61), 
app-specifc data (0.71), and day-specifc data (0.75). The best F1 
score was 0.84 when all the modalities were used to predict stress. 

(a) F1 scores from individual modalities 

(b) F1 scores from forward stepwise feature selection 

Figure 5: Average F1 scores. (Left) Peripheral data: key press 
speed + unique keys pressed + key press duration + scroll 
velocity + scroll action; Application: activity type + current 
application + the number of applications open; Day specifc 
features: hour of day + time of day + day of week. (Right) 
Model 1: afect; Model 2: afect + peripheral data; Model 3: 
Model 2 + activity data; Model 4: Model 3 + day specifc fea-
tures 
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Our secondary analysis using RMN and DeepFace afect as a modal-
ity to predict stress yielded F1 scores of 0.50 and 0.50, respectively. 

2. Forward stepwise feature selection. Figure 5b shows the F1 scores 
when forward stepwise feature selection was performed to predict 
stress. Model 1, comprising only self-reported afect, yielded an 
F1-Score of 0.55. Model 2, an incremental addition to Model 1 with 
peripheral data, yielded an F1 score of 0.65. Model 3, an incremental 
addition to Model 2 with app-related modality, yielded an F1 score of 
0.76. Model 4, an incremental addition to Model 3 with day-specifc 
modality, yielded an F1 score of 0.84. Secondary analysis comprising 
of RMN and DeepFace predicted afect instead of self-reported afect 
in Model 1 yielded F1 scores of 0.5 and 0.5, respectively. For Model 
2, the F1 scores were 0.62 (RMN) and 0.63 (DeepFace) For Model 
3, the F1 scores were 0.73 (RMN) and 0.74 (DeepFace). When all 
modalities were combined for Model 4, the F1 scores yielded were 
0.82 (RMN) and 0.81 (DeepFace). 

3. Gender-specifc stress prediction. Stress predictions from self-
reported afect for Model 1 in Males and Females yielded F1 scores 
of 0.52 and 0.58. The addition of all modalities in Model 4 yielded F1 
scores of 0.81 and 0.86. A secondary analysis comprising of RMN 
predicted afect in Model 1 yielded F1 scores of 0.47 and 0.55 in 
Males and Females. For Model 4, F1 scores are 0.8 and 0.83. Similarly, 
DeepFace predicted afect in Model 1 yielded F1 scores of 0.48 and 
0.53 in Males and Females. For Model 4, F1 scores are 0.8 and 0.83. 

6 Discussion 
This study investigates the reasons for university CS students’ ele-
vated mental health challenges and their preferences for techno-
logical support to monitor their stress and emotional responses to 
academic tasks across varying situational and temporal contexts. 
Quantitative fndings corroborate qualitative fndings, revealing 
debugging and contextual features such as time of day are signif-
cantly correlated with elevated stress levels. Our secondary analysis 
on evaluating the reliability of AER tools is consistent with prior 
research, highlighting the need for more robust emotion detection 
techniques, specifcally for use in digital mental health tools. Fur-
ther, the highlighted role of context in stress prediction shows the 
promise of accurate stress detection through computer-assisted 
tools. In the following sections, we discuss opportunities and rec-
ommendations for future design of tools catered toward university 
student mental health and discuss the limitations of the study. 

6.1 Designing for CS Student Mental Health 
While CS students face the highest risk of mental health disorders 
among all engineering disciplines [34], to our knowledge, our work 
is the frst to investigate what contributes to the elevated stress and 
burnout in this population. Our fndings revealed debugging, lack 
of self-awareness of their mental states, and imposter syndrome as 
some of the pivotal challenges faced by CS students. The challenges 
of debugging in CS students align with prior literature, highlighting 
its emotional impact on students [5, 63, 112]. Experiences of stu-
dents in a controlled large classroom setting will be diferent from 
their experiences in more in-the-wild naturalistic settings [15, 42]. 

Students face both positive and negative experiences during pro-
gramming [16–18], which can afect their self-efcacy and academic 
outcomes [59, 69, 115]. Low self-efcacy can amplify feelings of in-
adequacy during debugging, reinforcing imposter syndrome, which 
is another prevalent theme in our fndings. These imposter syn-
drome feelings, the doubt CS students had in their abilities after 
being burned out from academic tasks, despite their motivation and 
past successes as CS students, are consistent with prior research 
[91]. The interplay between self-efcacy and imposter syndrome 
further exacerbates their mental health issues [44, 82]. Further, the 
imposter syndrome feelings are more prominent in women and may 
deter them and other underrepresented groups from computing, 
with the potential to create a backslide in representation in the 
future of information work [31, 68]. 

Despite several tools being developed and tested in college stu-
dents, there exists a gap in the adoption of digital mental health 
because there is a mismatch in tool design to their everyday ex-
periences [50, 65, 66]. Further, these tools are not designed from 
students’ perspectives, nor designed for students’ own usage [110]. 
This limitation presents a unique opportunity which our study 
addresses by placing student self-determination and autonomy at 
the heart of our tool [56, 90]. Participants expressed openness to 
a tool that can be deployed on their computers and preferred to 
continuously monitor their emotions and stress to promote self-
awareness. Asking participant preferences was benefcial as we 
gained specifc insights on building a tool with the potential to help 
them with their mental well-being. For instance, P1 said: Maybe 
some kind of symbol representing how you’re feeling... that would 
alert you if you were getting too stressed out and P18 said: ...if I notice 
that I’m in a volatile state, it might be an indication that it is time to 
take a fve-minute break. This indicates that incorporating features 
preferred by participants can support better self-management and 
mitigate long-term impacts of stress on their mental well-being. 
Therefore, we recommend that future tools aim to understand user 
perspectives in designing for specifc populations, especially among 
students, to promote wider adoption in real-world settings. 

6.2 Real-time Monitoring of Mental Health 
Real-time tracking of stress and emotions presents a unique chal-
lenge, particularly during cognitively demanding tasks, where self-
monitoring becomes inherently limited. The choice between active 
(e.g. ESM [64]) and passive (e.g. AER) sensing [33] to track men-
tal well-being is incredibly challenging. Active self-tracking that 
utilizes digital diaries or prompts as a tool for documenting and 
refecting on insights can be burdensome to users[13, 27]. On the 
other hand, there is a misalignment between passively sensed au-
tomated measurements and user self-reports [55]. To tackle this 
problem, we adopted a hybrid approach that combines algorithmic 
output and self-reports to promote self-awareness. Participants ac-
knowledged the usefulness of this approach; for instance, P18 said, 
“the main reason for the reduction in my stress was because often I 
was asked about the nature of how I was feeling and why” and P7 
stated, “for at least people who are less conscious of their emotions, it 
makes sense to use facial afect recognition. I know it’s not the most 
accurate technology, but even a little bit of info into how they seem 
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to be feeling while they’re working on stuf could defnitely be an 
eye-opener for some people.” 

Furthermore, a contributing factor to adopting a hybrid approach 
was a lack of existing of-the-shelf computer-based stress detection 
tools. Although afect sensing is widely researched in educational 
settings (eg. In the classroom [25]), it is difcult to passively track 
stress data due to its subjective nature [51, 56]. Further, "most accu-
rate methods rely on clinical-grade sensors and are often custom 
made, and expensive" [75]. The hybrid approach we adopted helped 
us validate our hypothesis that stress can be reliably detected using 
AER tools when augmented with the contextual states of the user. 
While we recommend systems should be designed using this hybrid 
approach, we also advise caution. Continuous self-tracking and 
refection of mental states could be detrimental, especially among 
individuals with pre-existing mental health conditions. While dis-
playing stress data can enhance users’ awareness of their stress 
levels, it may also inadvertently amplify stress[81, 83]. Prior work 
highlights that users can feel overwhelmed by excessive data or 
experience shame when confronted with insights that refect nega-
tively on their well-being [56]. As systems integrate multi-modal 
sensing to generate inferences and individualized predictions, we 
recommend balancing the benefts of self-awareness with the po-
tential risks while fostering meaningful refection, ensuring the 
system supports rather than undermines users’ mental well-being. 

6.3 Context in Real-time Mental Health Support 
The adaptability of digital mental health tools hinges on their abil-
ity to assess (a) whether the individual is in a state that requires 
support; (b) the specifc type or amount of support required; and 
(c) the likelihood that the support ofered will be acted upon or 
potentially perceived negatively [80]. This necessitates a system 
that dynamically adjusts to the evolving states and contexts of the 
person, demanding comprehensive monitoring capabilities. Our 
work contributes to the extensive literature on context-aware com-
puting [2, 10, 11, 62, 95, 108, 109] by recognizing the role of context 
in two aspects: (i) stress prediction and (ii) self-refection. 

Researchers have determined that automated stress detection 
brings unique challenges because stress involves highly subjective, 
social, and environmental factors. Despite our fndings indicating 
the performance of AER models was poor, the stress predictions 
when AER model predictions were augmented with contextual fea-
tures were similar to the predictions from self-reported emotions 
(ground truth) augmented with contextual features. Furthermore, 
towards predicting momentary stress data accurately, we observed 
that the hour of the day (F1 score: 0.75) and type of activity (F1 
score: 0.71) are important contextual factors infuencing the perfor-
mance of predictive models. This indicates that contextual aware-
ness can signifcantly improve the accuracy of predicting stress in 
naturalistic settings [41, 74, 102]. Our observations support fnd-
ings from prior HCI literature in the digital mental health domain; 
such as Bhattacharjee et al.’s work, which demonstrated that indi-
viduals’ schedules and emotional states shape their responses to 
mHealth interventions aimed at psychological well-being [11]. Fur-
thermore, response variability to stress among information workers 
performing similar tasks highlights the need for tools that consider 
individual-specifc contexts [76]. These contextual insights are not 

only relevant to our target population but also extend to anyone 
who uses a computer as their primary medium for work, presenting 
an opportunity to incorporate contextual factors in informing stress 
predictions across diverse professional environments. 

Refection is a common design goal in HCI systems, with visu-
alization serving as a primary medium [9, 67]. The goal of self-
refection is to infuence future behaviors by providing actionable 
insights[47]. PI systems, sensitive to interpersonal contexts, should 
prioritize personalized retrospection rather than simply present-
ing system outputs [79]. Incorporating contextual data allows PI 
systems to not only facilitate self-refection but also explain why 
and when specifc mental states occurred. However, many existing 
PI systems overlook dynamic contexts during the refection phase, 
missing opportunities to provide deeper insights. Our work builds 
on systems like the MindScope app, which uses stress prediction 
explanations to help users reconstruct past stressful events [58]. 
We expand on this work by incorporating mental state contexts, 
enabling participants to analyze stressful events more comprehen-
sively. Participants in our study found the inclusion of temporal 
and situational context in visualizations particularly valuable for 
identifying patterns and triggers in their mental states. Therefore, 
we recommend that future PI systems dynamically integrate con-
text into visualizations, providing clear, actionable insights tailored 
to individual experiences [89]. Contextual information is crucial 
not only for stress tracking and personal informatics but also for 
advancing mental well-being technologies like automated emotion 
recognition, as we discuss next. 

6.4 The Reliability of AER Models 
In our analysis, we saw that the alignment of state-of-the-art AER 
predictions with the ground truth (i.e., objective self-reports from 
users) is low. Specifcally, the accuracies of Positive and Negative af-
fect are low from RMN and DeepFace, respectively. The majority of 
the accuracy comes from the Neutral class. Our analysis revealed a 
misalignment between state-of-the-art AER predictions and ground 
truth self-reports, with the majority of accuracy concentrated in 
the Neutral class while Positive and Negative afect were less accu-
rately predicted. This shortcoming presents a critical opportunity 
to improve AER performance for non-neutral states, as they are 
vital for mental health applications. We also observed sex-based 
discrepancies in AER accuracy, with higher accuracy for Female 
users. This may refect the underrepresentation of non-Female users 
in training datasets, which aligns with prior fndings that model 
performance is often skewed by imbalanced data. Interestingly, 
our results contradict earlier research suggesting Males express 
anger more frequently than Females [21, 38], further pointing to 
potential biases in the datasets used to train these models. These 
imbalances present opportunities to develop more inclusive and 
equitable systems. 

Additionally, people exhibit the same emotion in diferent ways 
depending on both the internal (e.g., thoughts from the past) and 
external context (e.g., location, environment) [6]. For instance, the 
context in which users experience Positive or Negative afect—such 
as location (e.g., home, school, library) or activity type—varies 
signifcantly. We recommend incorporating such contextual infor-
mation into AER training datasets to enhance the models’ ability to 



CHI ’25, April 26–May 01, 2025, Yokohama, Japan Chandrasekaran et al. 

capture these nuances and improve the credibility of their predic-
tions. Additionally, we also recommend augmenting datasets with 
activity-specifc emotional baselines to help personalize predictions, 
tailoring them to individual patterns of afect. By addressing bi-
ases in gender representation and embedding diverse contextual 
features, AER systems can become more reliable and actionable 
tools for stress prediction and emotional well-being. Users aiming 
to incorporate AER in digital mental health tools should not rely 
solely on these models for emotion prediction. AER systems need 
to be thoroughly validated within their intended context [55] and 
supplemented with more reliable forms of emotion recognition, 
such as self-reports or physiological measures, to ensure accuracy 
and trustworthiness. 

6.5 Ethical Considerations 
Working with student participants introduces potential biases and 
inequities, necessitating a focus on autonomy and self-determination 
in digital tracking approaches [56, 90]. Privacy, transparency, and 
data autonomy are critical concerns, particularly when managing 
sensitive participant data, as emphasized by our participants [110]. 
To address these concerns, EmotionStream did not collect video or 
personally identifable information, and all data used for analysis 
were anonymized. Data were stored locally, with participants main-
taining full control, including the option to stop data collection 
or withdraw from the study at any time. Participants voluntarily 
shared their data at the study’s conclusion and were fully informed 
about the nature, storage, and usage of the data collected. These 
measures likely alleviated some participant concerns, as evidenced 
by high tool engagement. However, the low accuracy of real-time 
AER models and the inherently subjective nature of stress moni-
toring present signifcant challenges. Participants highlighted the 
dual-edged nature of monitoring, emphasizing the importance of 
careful interpretation and action on their data [116]. We concur, 
advocating for future automated mental health monitoring sys-
tems to undergo rigorous testing within their intended deployment 
contexts to mitigate potential risks and ensure ethical use [7, 55]. 

6.6 Limitations and Future Work 
A key limitation of this study is the need for a larger and more di-
verse participant pool to thoroughly evaluate potential biases. Our 
sample included only one participant from underrepresented minor-
ity groups, which restricts our ability to generalize challenges and 
preferences across diverse populations [106]. Furthermore, given 
that AER models are likely to exhibit variability in afect detec-
tion when tested on heterogeneous groups, this study does not 
account for such variations [96]. While our focus was on assessing 
the acceptability of the tool, future efcacy studies will prioritize 
diverse recruitment, aiming to include participants proportional to 
U.S. Census demographics. Another limitation stems from the natu-
ralistic context in which data were collected. While capturing stress 
in real-world settings enhances ecological validity, it introduces 
uncontrolled factors such as variations in camera quality and back-
ground lighting, potentially infuencing afect detection accuracy 
[93]. Additionally, our participant pool only included self-reported 
binary gender data (male and female), limiting the generalizability 
of our fndings to a broader spectrum of gender identities. The study 

also did not track long-term associations between stress and contex-
tual cues, which could ofer valuable insights into the longitudinal 
digital phenotypes of computer science students during academic 
tasks. Incorporating factors such as location and weather in future 
research may yield a deeper understanding of their infuence on af-
fect and stress levels [14]. Lastly, the use of a Windows OS-specifc 
application restricts scalability and limits the applicability of the 
tool across diverse platforms, presenting challenges for broader 
adoption. 

7 Conclusion 
This study examines the unique mental health challenges faced by 
CS students and their preferences for technological solutions to 
facilitate self-refection through a needfnding study. In response, 
we developed and evaluated EmotionStream, a computer-based PI 
tool that integrates contextual and emotional cues to support self-
refection. Our evaluation of EmotionStream in a naturalistic setting 
demonstrated its acceptability among CS students and confrmed 
the infuence of situational and temporal contexts on stress levels. 
Notably, stress was heightened during debugging tasks and late-
night activities, aligning with our qualitative fndings. This study 
contributes to the growing literature on mental health in the CS 
student population by ofering actionable insights for designing 
PI tools that support mental well-being. EmotionStream serves as 
a promising starting point for designing scalable, context-aware 
mental health tools that cater to the specifc needs of CS students. 
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