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Purpose & Research Question

@ Introduction

Training a model requires accurately labeled data

There are significant costs to generate a large amount of labeled data.

Large multimodal models (LMMs) are capable of analyzing and
describing images.

@ Methodology

Benchmarking Task:
Describing a screenshot of a randomly generated 3D character
model

Crowdsourced workers were asked a question about the following:
* QI1: How might you describe the physical attributes (i.e., not

RQ1: How might the performance of LMMs compare to

crowdsourced workers in an image annotation task.

RQ2: Can LLMs further modify input data to enhance model
accuracy?

Random Forest Model Metrics:
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F1 score as our comparison primary metric. Trained models with
varied test/train datasets with 80/20 split over 100 randomized

1. AMT—GPT refers to % change from AMT/AMT to GPT/GPT
2. AMT—-mAMT refers to GPT/AMT to GPT/mAMT

trials o . .
« Significant increase in F1 score in the shoe category for LMM-generated

. _ _ data, improving score by 58.11%
Input modification (RQ2): « By converting the test set with an LLM categories of shirt, pants, and shoes
Crowdsourced data was passed through a LLM (GPT-4) to test increased by 6.54%, 1.55%, and 5.152%, respectively
whether there was improvement in F1 score over the original  All physical attributes resulted in a decrease of F1 score when using the
crowdsourced dataset when used as the test split when training the LMM dataset |
model.  For attributes which increased F1 scores when using the LMM dataset, a

LLM modified test split as opposed to the AMT test split increased as well.

®

Attributes that decreased In the conversion of the dataset
from AMT to LMM were deemed as “less visible”

Dataset contains 500 randomly generated characters each with
an AMT description, a LMM description, and a LLM modified
AMT description.

Discussion/Future Work

Example of one character:

“They are wearing a
blue mask on their face,
a white jacket, and red
pants. A stethoscope is
around their neck, and
they have on gray shoes.
This person is likely a
doctor or veterinarian,
potentially indicating
they are a surgeon.

“The character is wearing
a white lab coat over a
blue shirt with a

“They are wearing a blue mask on
their face and a white jacket with a
stethoscope around their neck. They

have on red pants. They have on gray
shoes. This person is a doctor or
veterinarian. They are possibly a
surgeon due to the mask or maybe
due to the pandemic they are wearing
it. They seem professional and
experienced.”

A fairer comparison might be to have a greater sample size

for the LMM generated dataset due to cost differences

« Asingle LMM generated description = $0.02
* An AMT generated description = $2.00

stethoscope around the
neck, burgundy pants, and

gray shoes. The attire
suggests that the character
Is @ medical professional,

—

likely a doctor or a
medical researcher.”

AMT Description

The benchmarking task is complex and would not be
representative of all image annotation tasks.

GPT-4V LMM description AMT Description after being

filtered by GPT-4 LLM
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