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ABSTRACT
There is limited infrastructure for providing stress management ser-
vices to those in need. To address this problem, chatbots are viewed
as a scalable solution. However, one limiting factor is having clear
definitions and examples of daily stress on which to build models
and methods for routing appropriate advice during conversations.
We developed a dataset of 6850 SMS-like sentences that can be used
to classify input using a scheme of 9 stressor categories derived
from: stress management literature, live conversations from a pro-
totype chatbot system, crowdsourcing, and targeted web scraping
from an online repository. In addition to releasing this dataset, we
show results that are promising for classification purposes. Our
contributions include: (i) a categorization of daily stressors, (ii) a
dataset of SMS-like sentences, (iii) an analysis of this dataset that
demonstrates its potential efficacy, and (iv) a demonstration of its
utility for implementation via a simulation of model response times.

CCS CONCEPTS
• Human-centered computing → Human computer interac-
tion (HCI); User studies.
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1 INTRODUCTION
There is currently limited infrastructure and available personnel
for providing mental health services to those around the world who
need it. To address this problem, chatbots—software systems that
in lieu of humans provide support to users using conversations via
text or text-to-speech—are increasingly being viewed as a scalable
solution given the relative ubiquity of access to mobile and internet-
based services. Early examples of chatbots for mental health include
ELIZA [29] which delivered non-directive therapy mirroring Roge-
rian therapy by reflecting and rephrasing user input. More recent
examples include Woebot [9], Wysa [14], and Tess [11] which focus
on delivering Cognitive Behavior Therapy (CBT) to users to help re-
duce anxiety and depression symptoms. Chatbots exist on a simple
continuum of conversational fluency. At one extreme are those that
respond to any user input allowing for open-ended conversations.
This is convenient for users as these systems mirror how they typ-
ically communicate online. However, as chatbots are still in early
stages of development they can be clumsy at times, fail to recognize
certain requests, and may not respond appropriately [18].

One common approach to building open-ended dialog systems
is to train conversational models using large datasets of unlabeled
data or input and output pairs generated from large-scale internet
content or crowdsourcing methods. The third version of the Genera-
tive Pre-Trained Transformer (GPT-3) recently made a splash in the
world of Natural Language Processing (NLP) and Machine Learning
(ML) as it is able to take unlabeled internet content as data and
use it to create a model that can generate human-like text based
on an input prompt [3]. Although, its ability to create new text
artifacts has been criticized for failing certain semantic and ethical
tests [10]. For example, there has been reports of medical chatbots
that use GPT-3 telling fictitious patients to commit suicide (e.g.,
[5]). This is not a new issue, commercial assistants such as Alexa
and others have been known to suggest murder and give other
advice that presents safety risks [2, 4]. Moreover, open dialogue
chatbot models have been found to amplify gender bias that exist in
training dialogues [7, 16]. As a result, open-ended dialog remains
unpredictable and problematic for mental health applications.

At the other extreme are chatbots that adhere to tightly scripted
conversations. These yield predictable user interactions but are
limited in their conversational scope resulting in low user adoption
and high attrition. As a result, many of today’s chatbots fall some-
where in the middle, incorporating both scripted and open-ended
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conversations. Combinations of scripted conversation with classi-
fication models and keyword matching can direct conversational
flows along reasonably predictable routes and allows designers to
provide strategic diversification based on user utterances. How-
ever, there are few public datasets related to mental health issues
available today that make some interactions hard to generate.

In our work, we focus on daily stress and stress management—an
area of mental health which impacts many and is often a prodromal
symptom of other mental health conditions. Prior work has devel-
oped several chatbots for proactive stress management including
Tess [5] and the Popbots [21] which users tend to find fairly scripted
after prolonged use. Our aim is to enable more dynamic chatbot de-
signs able to deliver appropriate interventions by taking advantage
of NLP and ML techniques to direct conversations in ways that are
predictable, generate empathy by acknowledging stressful events,
and increase user adherence to their use. As a initial step, we devel-
oped a simple categorization scheme for daily stressors and acquired
training data that can be used to classify user input. Given the sensi-
tive nature and ethical concerns related to mental health, we argue
that such training data should be made public and evaluated for use
in mental health applications rather than siloed away from such
review. Toward that goal, we present the Stress Annotated Dataset
(SAD)—a dataset of 6850 high-quality SMS-like sentences (e.g., “my
lease is ending soon") that can be used to categorize daily stressors
into multiple topics. Our classification scheme contains 9 categories
and was derived from stress management literature, live conversa-
tions from a prototype chatbot system, and further extended and
iteratively refined by US-based crowd workers and targeted web
scraping from a repository of emotionally charged LiveJournal data
[20]. Motivated to contribute a useful dataset for mental health
research, we aim to address the following research questions: How
do users of a mobile chatbot system describe daily stress? Might this
data generate a dataset that results in models that can classify stres-
sors into multiple topics from short SMS-like message snippets? And,
might these models be viable in mental health applications?

To answer our research questions, we iteratively generated and
refined the first version of SAD. To assess classification perfor-
mances, we performed a N=20 bootstrap experiment and achieved
a mean overall F1-score of 0.809 (SD=0.010, SE=0.002) using a pre-
trained BERT model that we fine-tuned. We then deployed our
resulting model as a web-based API and simulated an experimen-
tal user load demonstrating that end-to-end communication times
would meet user expectations for conversations in future applica-
tions. As a result, the contributions of our work include: (i) a simple
categorization scheme for daily stressors derived from live and sim-
ulated conversation, (ii) a dataset of SMS-like sentences describing
these stressors, (iii) an analysis of this dataset that demonstrates
its potential efficacy for topic classification, and (iv) a demonstra-
tion of the utility of resulting models for implementation in mental
health applications through a simulation of response times via a
web-based API.

2 RELATEDWORK
Here we provide a brief background on stress, describe how prior
work informs our classification scheme, and discuss the importance
of developing datasets for mental health applications.

2.1 Defining Daily Stress
The stress response is an evolutionary mechanism that mobilizes
bodily resources to help humans cope with daily challenges as well
as life-threatening situations. Stress has two components, a stressor
and a stress response. The former could be linked to sources of
uncertainty, complexity, cognitive loads, or emotional distress. The
latter is the mental and physical reaction to such stimuli. Daily stres-
sors are defined as the routine challenges of day-to-day living. The
challenges can either be predictable (e.g. daily commutes) or unpre-
dictable (e.g. an unexpected work deadline) and occurs in 40% of all
days. Unlike chronic stress, these stressors are relatively short-lived
and do not persist from day to day [1, 24]. However, daily stress has
been shown to cause psychological distress and exacerbate symp-
toms of existing physical health conditions [1]. Repeated triggering
of daily stress can also lead to chronic stress, which has been asso-
ciated with a variety of patho-physiological risks—conditions that
impair quality of life and shorten life expectancy [8, 17]. Given the
increasing use of digital communication, having data that enables
effective identification and classification of stressors in text would
provide designers of mental health applications with new opportu-
nities for creating positive interactions. However, what constitutes
a daily stressor is subjective though there are several inventories.
For example, the Holmes and Rahe Stress Scale [19] lists 43 specific
stressors that include going on vacation and the death of a spouse.
Other inventories are more categorical and include financial and
family issues as significant sources. In our work, we propose a
topic-based scheme of 9 categories for classification informed by
literature, user conversations, and crowd workers.

2.2 Datasets for Mental Health
As noted in the introduction, recent work creating datasets for chat-
bots focuses on open-domainmodels. Moreover, there are numerous
tools for training customer support chatbots (e.g., Collect.chat) us-
ing example conversations, crowdsourced data, and public FAQs.
One limitation is that the resulting models produce chatbots that
can have reasonably correct conversations but are often not suit-
able for mental health applications because they do not empathize
as an engaged human conversational partner might. To address
this issue, Raskin et al. [25] recently developed an open-domain
conversational model for generating empathetic responses to user
input using emotionally charged content as training data. While
such datasets and models generate conversations that are perceived
as being more empathetic compared to those trained on large-scale
internet data alone, open-dialogue systems still may generate unpre-
dictable responses. Another limitation is that mental health issues
require specialized and specific data. As a result, there is interest in
generating new datasets for such applications. One area of focus has
been detecting and predicting risk of suicide using data flagged in
online posts. For example, the UMD Reddit Suicidality Dataset [27]
was generated as part of CLPsych 2019 Shared Task [31] to detect
risk of suicide from Reddit posts and such efforts may result in a
successful screening procedure that could be widely used in mental
health applications—particularly to escalate conversations from
chatbots to human support personnel. Closer to our work are those
datasets that focus on topic classification. For example, the Dreaddit
dataset [28] harvested 190K posts from ten subreddits expected to
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produce content in five stress domains (e.g., r/relationships, r/ptsd).
Crowd workers labeled 3K of these posts and classification results
demonstrate lexical similarities that enable the origin (subreddit) of
a post to be identified and that high accuracy can be achieved when
identifying stressful posts. Our work also uses crowdsourcing and
web scraping to generate a dataset but with more categories and
using input similar to SMS-like conversations.

3 DATASET GENERATION
Here we describe our process for generating our dataset including
the use of user data, crowdsourcing, and web scraping.

3.1 Development of the Classification Scheme
To begin generating our dataset of daily stressors, we first compiled
a list of 185 unique sentences obtained directly from user conversa-
tions in a prototype chatbot system [21]. During each conversation,
users were asked to describe a recent event that was stressful for
them given the prompt: “What is stressing you out right now?" The
research team then reviewed these conversations, extracted the
responses, and assigned an appropriate stressor category based on
simplifying the Holmes and Rahe Stress Scale [19]. As noted earlier,
the Holmes and Rahe Scale contains 43 specific items related to
major stressors making it difficult to use directly for labeling and
topic classification because the items were both too specific and too
numerous; however, many of these items can be clustered into a
few general topics such as problems related to finance (e.g., taking
out a loan, foreclosure on a loan). Three researchers iteratively
discussed each item to derive the topic list used to create our initial
simplified categorization. This resulted in 10 stressor categories in-
cluding: family, commute, exhaustion, financial problem, personal
life, physical health, social relationships, travel, work, and school.

3.2 Content Generation and Curation
In the next phase, we developed two Human Intelligence Tasks
(HITs) for Amazon Mechanical Turk (AMT). Using these HITs,
crowd workers on the platform labeled and conducted quality as-
surance activities as described here.

3.2.1 Stressor Generation. In the first HIT, individual workers were
asked to supply new stressors answering a similar question as users
in the prototype chatbot system (Figure 1a) but with additional
helpful context and input length counters (though input was unlim-
ited). These workers then labeled their stressors using our initial
categories (Figure 1b) and assigned a severity using a 10-pt Likert
scale (rated not stressful to extremely stressful). The research team
then reviewed the submitted data and observed that: (i) workers
interpreted stressor categories differently than expected, (ii) certain
categories were rarely used, and (iii) submitted stressors often con-
tained two stressors. The research team used these observations to
collapse and modify categories as well as definitions toward improv-
ing consistency resulting in Table 1. For example, “exhaustion" was
rarely used in favor of “physical health" thus the merged category
became “Health, Fatigue, or Physical Pain" to better reflect the way
stressors were being categorized by crowd workers.

3.2.2 Quality Assurance. In the second HIT, five workers were re-
cruited to review individual sentences. These workers determined
whether a sentence was stressful using a binary (i.e., yes/no) ques-
tion, assigned up to two categories, and rated the severity. We then
aggregated this data, calculated the percent agreement workers had
on each question, and used a majority vote to determine the final
labels. Thus, the data used in the proceeding analysis represents
not the intent of the original author but the interpretation of the
sentence by human raters. Additionally, some data was generated

Table 1: Final iterated version of our stressor categories, and definitions with representative examples.

Category Abbr. Definition Examples

Work W Stress resulting from the person’s job or commute to/from
their place of employment.

“I just started working a new job and
I’m worried about messing up."

School S Stress resulting from the person’s schoolwork or experience
in school.

“I need to get my homework done but
I don’t have a lot of time."

Financial Problem FP Stress resulting from money related issues. “My lease is ending soon."

Emotional Turmoil ET Stress resulting from the person’s inner perceptions, emo-
tional distress, or anxiety.

“I have been feeling kind of lonely
lately."

Social Relationships SR Stress resulting from the person’s friends, romantic com-
panions, coworkers, schoolmates or other acquaintances.

“I found out my ex has a new girl-
friend."

Family Issues FI Stress related to anyonewhowould be generally considered
a family member.

“My baby is learning to climb out of
her crib."

Health, Fatigue, or Physical Pain H Stress resulting from a person’s physical or mental condi-
tion including health problems, injury, or tiredness.

“I have a terrible headache."

Everyday Decision Making ED Stress resulting from small problems or decisions that peo-
ple face on a daily basis.

“Don’t know what to cook for din-
ner."."

Other O Stress resulting from a stressor that does not fit any defini-
tions above.

“Politics"
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Figure 1: Example of Human Intelligence Tasks: (a) worker is prompted to describe a recent stressful event in a few words—
similar to a text message to a friend (screen capture fromGenerationHIT), (b) in bothHITs workers labeled the stressful event
(screen capture from final Quality Assurance HIT).

during the start of the COVID-19 pandemic, resulting in pertur-
bation in the distribution of generated stressors as evidenced by
a decrease in “Work" as well as other categories and a rise in “Fi-
nancial Problems" and “Health, Fatigue, and Physical Pain" (Figure 2,
left). As a result, workers also rated, on a binary question, whether
a sentence was related to this pandemic.

3.2.3 Deploying Tasks. After piloting our HITs, we then recruited
crowd workers to label our data. To ensure both quality of work and
familiarity with the content/context, we used qualifying criteria that
included: (i) being located in the US, (ii) fluency in English, and (iii) a
HIT Approval Rate greater than 80. We gathered an additional 3119
unique stressful sentences and then ran these sentences through our
quality assurance HIT. In total, 3578 unique workers participated
in our tasks—recall that individuals workers submitted stressful
sentences while five reviewed them. Procedures were reviewed
and approved by our university’s Institutional Review Board (IRB).
Workers could complete tasks multiple times and were paid $13.00
per hour pro-rated based on each task’s estimated completion time
(~30 seconds) in accordance with state minimum wage.

3.3 Targeted Web-Scraping
Ultimately, data generation via AMT resulted in several low car-
dinality categories. To address this issue and further enrich our
dataset, we scraped 3546 similar sentences to increase the examples
in these low cardinality categories using cosine-similarity and an
available repository of emotionally charged LiveJournal data [20].
To achieve this, we first improved the original GloVe [23] sentence
index used by the tool by re-indexing the sentence corpus with
SBERT embeddings [26]. We then performed the dataset enrich-
ment via two distinct approaches: (i) picking ten random sentences
from low cardinality categories in our dataset and searching for
an estimated number of similar sentences (with greater than ~73%
similarity) in the LiveJournal corpus before (ii) taking five distinct
sentences from the non-enriched data, computing the average em-
bedding vector of those sentences, and using the new vector to find
the ten most similar sentences inside the LiveJournal corpus. We
then passed this new data through our quality assurance HIT.

4 DATASET SCHEMA AND ANALYSIS
In total, the first version of our dataset contains 6850 example
sentences across 9 stressful categories (Figure 2, right) that can be
used to identify stressful topics in short SMS-like sentences.

4.1 Schema
Each stressor in our dataset is associated with several elements of
metadata that will allow researchers to experiment. This metadata
includes a stressor ID, the sentence text, and the source of the data
(i.e., whether the data came from live users, crowd workers, or web
scraping). Each sentence is labeled three ways: with the original
author’s label (permuted with category updates) as well as the top
and second label based on the majority vote of five crowd workers.
We also include the full distribution of selected labels which we
have found useful in some experiments such as evaluating single-
label versus multi-label input during model training. Descriptive
statistics (i.e.,mean, median, and standard deviation) of the severity
rating provided by the crowd workers are also provided. Metadata
also includes two binary fields, isStressor and isCovid, with percent
agreement fields for those ratings. Finally, an isSeed binary field
indicates whether an example sentence was used to seed our web
scraping efforts. While the analysis that follows uses the full set of
data, we plan to use this metadata to further evaluate, experiment,
and maintain quality as we iterate on future versions of the dataset.

4.2 Influence of Quality Assurance & Scraping
Combing through large volume of data to generate datasets appro-
priate for machine learning applications is quite tedious, however,
crowdsourcing and web scraping have been standard techniques
for overcoming this obstacle. For example, Hara et al. used crowd
workers to evaluate accessibility issues in images of sidewalks col-
lected from Google Street View and evaluated different numbers
of raters and voting mechanisms [13]. Based on these results, we
selected five workers to evaluate our stressor sentences and used
majority voting as our aggregation method given the perceived
lower complexity of our task. We evaluated the impact of using
the original labels versus one, three, and five raters majority vote
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Figure 2: Two example distributions from stressor generation tasks (i.e., 1000 stressors generated per) pre- and during- the
COVID-19 pandemic (left). The final distribution of stressors across our 9 iterated categories after crowdsourcing and web
scraping (right).

(Figure 3) using the default Support Vector Classification algorithm
provided by scikit-learn [22]. As the original labels suffered from
clarity issues, we see a considerable improvement in scores as we
improve our labeling scheme and increase the number of raters.
We also see slight improvement by including data from the Live-
Journal corpus in terms of overall averages; however, earlier exper-
iments demonstrated that classification error resulting from class
imbalance was decreased, contributing to the results presented in
Table 2.

4.3 Overall and Multi-Topic Classification
For this evaluation, our goal was not a deep linguistic analysis of
the sentences but rather to understand whether the lexical patterns
differed enough for relatively accurate classification. Based on the
overview of the topic distribution (Figure 2), we decided to incorpo-
rate data that had at least 600 examples into our analysis andmerged
the “Everyday Decision Making" category into “Other". For the classi-
fication task we chose to fine-tune a pre-trained BERT(base) model.
We trained the model for three epochs (similarly to [6]), the batch
size was sixteen and all other hyperparameters where left at their
default values. To assess classification performances, we performed
a N=20 boostrap experiment where at each run we sampled by
category 80% of the dataset as training data, leaving 20% as the
test set, and fine-tuned the model for each iteration. As a result,
we achieved a mean overall F1-score of 0.809 (SD=0.010, SE=0.002).

Detailed F1-score measurements per category are shown in Ta-
ble 2. On review, these results seem reasonable compared to other
datasets on nascent topics (e.g., Dreddit [28], Fake News vs Satire
[12]). This high-performing model suggests that our short SMS-
like sentences are able to be identified by topic though limitations
discussed below.

5 SYSTEM INTEGRATION
To evaluate the utility of our model for mental health applications,
we performed a simulation of response times for a web-based API.

5.1 Simulation
Users typically expect that chatbots respond in 2-3 seconds which
is problematic for BERT models because they suffer from high in-
ference times [30]. To make the classification process viable in the
context of a chatbot system, it was crucial that the deployed model
delivers low inference times at scale. To evaluate this inference time,
we set up a Flask REST API alongside a TensorFlow Serving Docker
instance which performs respectively pre-processing and inferenc-
ing. A simulation was performed with N={1, 10, and 50} users simul-
taneously querying the model deployed on an AWS EC2 c5.large
instance (N=5 bootstrap), this resulted in average end-to-end re-
sponse time of 0.16s (SD=0.01,Min=0.15,Max=0.21), 1.00s (SD=0.09,

Table 2: Based on our bootstrap approach, we report the overall average precision, recall, and f1-measure scores as well as
their mean, standard deviation, and standard error in the first three columns followed by the f1-measures for the individual
categories.

Precision Recall F1 O W SR FP ET HF S FI

Mean 0.814 0.807 0.809 0.667 0.905 0.779 0.869 0.636 0.837 0.920 0.861

SD 0.012 0.009 0.010 0.036 0.011 0.033 0.018 0.033 0.025 0.011 0.018

SE 0.003 0.002 0.002 0.008 0.002 0.007 0.004 0.007 0.006 0.002 0.004

Support 1043 1043 1043 152 238 99 101 103 101 123 126
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Figure 3: While models generated from the original label of sentences submitted by worker-authors performs quite poorly
due to iterating on the labeling scheme, the influence of multiple workers labeling stressful sentences with the final scheme
demonstrates relative improvement—particularly moving from one worker to five—when evaluating on the prediction of the
top label generated by a simple majority vote (left). Moreover, we observe additional improvement in overall scores after
adding the web scraping data to balance the number of examples in each class (right).

Min=0.65, Max=1.10), 3.41s (SD=1.36, Min=1.22, Max=5.28) respec-
tively. For 50 simultaneous users, the performance time remains
within an acceptable range but may begin to exceed user expec-
tation. However, that load is unlikely for experimental scales (i.e.,
0-10K users). Greater scale can be achieved by deploying the model
and API infrastructure on a more powerful machine or using multi-
ple machines with load balancing.

6 DISCUSSION
We created a dataset of 6850 SMS-like sentences with high-
quality labels across 9 stressor categories with associated meta-
data that we call SAD—the first version of our daily stressor
dataset. This data has been anonmyized and, we believe,
it will be helpful for researchers and application designers.
Thus, we have made this dataset available at the follow-
ing address: https://github.com/PervasiveWellbeingTech/Stress-
Annotated-Dataset-SAD

Our initial analysis suggests that topic classification of different
stressors is possible using our training data and our simulation
results suggest that resulting models are viable for deployment
in conversational systems. However, there are several important
limitations and areas for future work. First, as our data comes from
live users and crowd workers it is important to continue to monitor
the results of our labeling process and the category distribution
to mitigate the impact of, for example, topic drift that may result
from major events that impact users lived experience. While our
classification was robust to changes in distribution that resulted
from the COVID-19 pandemic (i.e., possibly because health was
already a category), future events and their impact are hard to
predict. Moreover, further clarification of definitions could improve
label quality (e.g., category ET and H could be confused). Second,
crowdsourcing data to create enough examples for training proved
difficult and costly, thus, we turned to web scraping based on cosine-
similarity. This may have artificially improved our classification
results requiring further evaluation though our manual review of

this data suggests that these sentences reasonably approximate
what we received through other sourcing mechanisms. Finally,
as our criteria for our HITs restricted contributions to US-based
crowd worker it is likely that our annotations are biased towards
US perceptions of daily stressors. Other cultures could view daily
stressors differently.

Next steps for our work is to implement our models in an active
chatbot system and automatically send new stressor sentences from
users to AMT for labeling and incorporation into the dataset. This
will necessitate additional quality assurance methods such as on-
and-off testing against a gold standard test set as has been done in
other active learning systems (e.g., [15]). Finally, since the inception
of this work, new and improved approaches for generating data
and deploying models have become readily available. For example,
cosine-similarity search using embedding indexing can now be
achieved with Elasticsearch (Elastic.co) instead of relying on [20]
and BERT model training as well as implementation can be done
using Rasa NLU (Rasa.com). We aim to explore these advances and
improve our SAD dataset for future use in research and mental
health applications.

7 CONCLUSIONS
In this paper, we built a dataset of 6850 example SMS-like sentences
representing 9 categories of daily stressors. In addition to releasing
this dataset, we analyzed it and show results that are promising for
stressful topic classification. Moreover, we demonstrate the utility
of our dataset by training a model and exploring its practical im-
plementation. As a result, our contributions include: (i) a simple
categorization scheme for daily stress, (ii) a dataset of SMS-like
sentences describing these stressors, (iii) an analysis of this dataset
that demonstrates its potential efficacy for topic classification, and
(iv) a demonstration of the utility of resulting models for imple-
mentation in mental health applications through a simulation of
response times via a web-based API.
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