Binary subwavelength diffractive-lens design
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We present a procedure for the design of binary diffractive lenses with pulse-width-modulated subwavelength features. The procedure is based on the combination of two approximate theories, effective medium theory and scalar diffraction theory, and accounts for limitations on feature size and etch depth imposed by fabrication. A design example is presented.
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Recent research\textsuperscript{1-9} has shown that if a binary-phase diffractive optical element has features that are of the order of the illuminating wavelength, the performance limits set by scalar-based diffraction theory can be overcome. In fact, diffraction efficiencies greater than 90% have been predicted for binary gratings that have subwavelength features.\textsuperscript{1,4,5}

Primarily because of the availability of tools capable of modeling the behavior of subwavelength diffractive optical elements (SWDOE’s), the analysis and design of such elements have concentrated primarily on gratings.\textsuperscript{1-7,10} To overcome this limitation we developed numerical routines that use a boundary-element technique to analyze diffraction from finite-extent, aperiodic diffractive optical elements.\textsuperscript{11} In this Letter we consider diffractive design, in particular, diffractive lenses.

Our technique is based on the combination of two approximate theories of diffraction, scalar diffraction theory and effective medium theory, and relies on the area modulation of subwavelength features.\textsuperscript{1,4,5} Area modulation has been used for designing subwavelength gratings\textsuperscript{1,4,5} and, more recently, for designing lenses.\textsuperscript{8} However, the approach to lens design uses analyses based on gratings and does not directly address the finite and aperiodic nature of lenses. Our approach is to consider directly the spatially varying structure of a diffractive lens and to develop a procedure for the design of arbitrary elements with subwavelength features.

As a first step in the development of our synthesis procedure we consider the diffractive analysis of a general SWDOE illuminated by TE-polarized light wavelength \( \lambda \) and fabricated in a substrate with refractive index \( n_s \) and etch depth \( d \). Although we use one-dimensional notation to describe the procedure, it is applicable to two-dimensional designs as well.

We assume that the SWDOE surface profile \( t(x) \) is binary:

\[
  t(x) = \text{df}(x),
\]

(1)

where

\[
  f(x) = \sum_{k=1}^{K} \text{rect} \left[ \frac{x - (z_{k+1} + z_k)/2}{z_{k+1} - z_k} \right],
\]

(2)

with \( z_k \) representing nonoverlapping transition points, i.e., for \( k < l \) and \( z_k < z_l \), and \( K \) is the total number of transition points, or edges, in the structure. We note that a single binary profile can control only a single polarization independently. However, independent control of both the TE and the TM responses is possible with a multilevel element.\textsuperscript{6}

Effective medium theory\textsuperscript{7} allows one to predict the permittivity of a periodic structure whose period is less than the wavelength of illumination. To a zeroth-order approximation, the effective permittivity is the average permittivity over a single period. By extending this notion to finite aperiodic structures we can model the relative effective refractive index of \( t(x) \) as

\[
  n_{\text{TE}}^2(x) = (n_r^2 - 1)g(x) + 1,
\]

(3)

where \( n_r = n_s/n_0 \) is the substrate refractive index relative to the index \( n_0 \) of the external environment and \( W \) is the extent of the diffractive element. The index synthesis function \( g(x) \),

\[
  g(x) = f(x) * (1/\Delta) \text{rect}(x/\Delta),
\]

(4)

is a continuous function bounded by 0 and 1 that we introduce as an aid to design. The convolution, represented by \( * \), accounts for the effective medium averaging that occurs in each subwavelength region \( \Delta \) of \( t(x) \).\textsuperscript{5} \( \Delta \leq s_h = \lambda/2n_s \).

We refer to \( s_h \) as the subwavelength parameter, which was introduced implicitly by Farn.\textsuperscript{1} Farn noted
that the diffraction efficiency of gratings tended to increase as their features were decreased to $s_j$ but remained constant once the features were decreased further. Thus, to ensure high-diffraction design, we use $s_j$ as an upper limit on subwavelength periods.

Whereas effective medium theory allows one to predict the refractive index of a subwavelength structure, scalar diffraction allows one to predict the phase transformation of a wave field, given a relative index of refraction $n(x)$:

$$\theta(x) = \theta_0 \frac{n(x) - 1}{n_r - 1}. \quad (5)$$

Because the relative index $n(x)$ is bounded by 1 and $n_r$, $\theta(x)$ is bounded between 0 and $\theta_0$, where $\theta_0$ is related to the element depth $d$:

$$\theta_0 = \frac{2\pi d n_0}{\lambda} (n_r - 1). \quad (6)$$

Together Eqs. (3) and (5) allow one to predict the phase transformation $\theta(x)$, given a particular profile $f(x)$.

To determine a $g(x)$ that realizes a desired phase transformation $\theta(x)$ one must invert these equations and combine them:

$$g_{TE}(x) = \frac{(n_r - 1)[\theta(x)/\theta_0 + 1]^2 - 1}{n_r^2 - 1}. \quad (7)$$

For TM-polarized illumination the relationship between the refractive index and the index synthesis function is

$$n_{TM}^{-2}(x) = (n_r^{-2} - 1)g(x) + 1, \quad x = [0, W], \quad (8)$$

which, in combination with Eq. (5), yields

$$g_{TM}(x) = \frac{(n_r - 1)[\theta(x)/\theta_0 + 1]^{-2} - 1}{n_r^{-2} - 1}. \quad (9)$$

For Eqs. (7) and (9) to be used properly the desired phase must be quantized to a phase range $\theta_0$. We apply a simple quantizer such that input phase values $\theta(x)$ that lie within the range $[\theta_c - \theta_0/2, \theta_c + \theta_0/2]$ are offset to $\theta(x) - \theta_c$, whereas phase values outside this range are mapped either to 0 or to $\theta_0$. We choose the phase value $\theta_c$ to minimize the mean-square quantization error.

As an example we consider the design of a 20-\mu m focal-length lens with a 22.72-\mu m diameter ($f/0.88$) for operation at $\lambda = 1$ \mu m. The lens functions in free space and has a refractive index of 1.5. Figure 1(a) represents the substrate profile that corresponds to the continuous-phase diffractive lens that satisfies these criteria. The maximum etch depth is 2.0 \mu m. The response of the lens, determined by the boundary-element technique with TE polarization, is represented in Fig. 2. The diffraction-limited spot size is approximately 2 \mu m, and the lens diffraction efficiency (the ratio of energy within this window to the total energy that is incident upon the SWDOE) is 77%.

Figure 1(b) is the substrate profile if we assume that the fabrication technology limits the etch depth to 1.0 \mu m. The center phase that minimizes the quantization error is $\theta_c = 203.91^\circ$. Its diffraction efficiency is 63.2%, which indicates a loss of 13.8%. The responses from these two continuous-phase lenses are compared in Fig. 2. The index synthesis function that corresponds to the phase represented in Fig. 1(b) is represented in Fig. 1(c). It is this function that we encode, using binary, subwavelength features.

To determine $f(x)$ one must invert Eq. (4). We note from Eq. (4) that $g(x)$ is a low-pass-filtered version of the binary $f(x)$. The low-pass spectra of the two functions must therefore match. The problem of determining a binary structure $f(x)$ whose low-pass structure matches that of the continuous function $g(x)$ is similar to the design of a $(0, 1)$ binary-amplitude computer-generated hologram. The distinction is, however, that the function $g(x)$ is related to the desired phase transmission, not to the total complex-wave amplitude.
transmission. Nonetheless we can rely on the wealth of techniques in the literature, both optimal and suboptimal, to perform the inversion.13

As a simple example we use pulse-width modulation to generate \( f(x) \) from \( g(x) \):

\[
f(x) = \sum_{m=0}^{M-1} \text{rect} \left( \frac{x - m\Delta - g_m\Delta/2}{g_m\Delta} \right),
\]

where \( g_m = g(m\Delta), m = [0, M - 1] \), the number of samples \( M = 69 \), and \( \Delta = 0.329 \mu m \). The binary structure \( f(x) \) is shown in Fig. 1(d). The diffraction efficiency of this lens is 59.5%, which indicates a loss of only 3.7% owing to subwavelength encoding. The smallest feature \( \delta \) in the structure represented in Fig. 1(d) is 4.8 nm, which ensures that the smallest change in \( g(x) \) can be resolved between adjacent subperiods \( \Delta \).

However, if we assume that fabrication technology limits the minimum feature \( \delta_{\text{min}} \) to 0.1 \( \mu m \), \( f(x) \) must be spatially quantized before it can be fabricated. Spatial quantization of the binary profile in Fig. 1(d) to \( \delta_{\text{min}} \) yields the profile represented in Fig. 1(e). The effect of spatial quantization is to reduce the diffraction efficiency by only 1.6%, to 57.9%.

The diffraction efficiencies for the different lenses are summarized in Table 1. Because our example is meant to be representative and not definitive, we hesitate to draw any general conclusions from the results. However, it is interesting to note that the most substantial loss in diffraction efficiency arises from the phase quantization that is due to etch-depth limitations.

To recover some of the losses in diffraction efficiency that are due to etch depth and feature size limitations, one can input the lens design in Fig. 1(e) into a vector-based optimization algorithm.9,14 However, this requires a considerable expenditure of resources, the benefits of which we are still evaluating. We are also evaluating the sensitivity of our procedure to the precompensation of \( \theta(x) \) in Eqs. (7) and (9) and to the encoding of \( g(x) \). For example, one can use higher-order approximations to the permittivity to refine Eq. (3).7 We note that the higher-order approximations differ for two-dimensional designs compared with those of one-dimensional designs. However, our zeroth-order approximation is applicable to both.

In this Letter we have presented a detailed procedure for the design of binary diffractive lenses with subwavelength features that to the best of our knowledge is the first of its kind. The procedure uses effective medium theory in combination with a thin phase representation of the diffractive element as its foundation. We have also considered limitations imposed by fabrication, namely, minimum feature size and etch depth, to ensure that the resulting designs can be fabricated.

Table 1. Lens Diffraction Efficiencies for the Subwavelength Design

<table>
<thead>
<tr>
<th>Lens Type</th>
<th>Diffraction Efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2( \pi )-continuous</td>
<td>77.0</td>
</tr>
<tr>
<td>( \pi )-continuous</td>
<td>63.2</td>
</tr>
<tr>
<td>Binary subwavelength</td>
<td>59.5</td>
</tr>
<tr>
<td>Binary subwavelength, spatially</td>
<td>57.9</td>
</tr>
<tr>
<td>quantized</td>
<td></td>
</tr>
</tbody>
</table>
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