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1. Introduction

This report covers the work done in support of the DARPA Information Technology Office pro-
gram in computer networking. Contributors to this effort include Prof. David L. Mills and gradu-
ate Tamal Basu. Graduate student Qiong Li has completed his dissertation and been granted the
PhD degree. The project continues previous research in network time synchronization technology
jointly funded by DARPA and US Navy. The technology makes use of the Network Time Proto-
col (NTP), widely used in the Internet, together with engineered modifications designed to
improve accuracy in high speed networks. Specific applications benefiting from this research
include multicast topologies, multimedia, real-time conferencing, cryptographic systems, and
management of distributed, real-time systems.

This quarterly report is submitted in traditional report form on paper. As the transition to web-
based information dissemination of research results continues, almost all status information and
progress reporting is now on the web, either on pages belonging to the principal investigator or to
his students. Accordingly, this and future progress reports will contain primarily schedule and
milestone data; current status and research results are reported on web pages at
www.eecis.udel .edu/~millsin the form of papers, technical reports and specific briefings.

2. Autokey

The main focus of work during the last quarter continued to be the implementation, test and
deployment of the Autokey public-key cryptographic authentication scheme in NTP Version 4.
The Autokey protocol design is summarized on the web status page and briefing slides at
www.eecis.udel .edu/~mills/autokey.htm. These documents have been updated to the current state
of the security model and authentication scheme. The latest design, which is documented in a
technical report cited in the bibliography at the end of this report, has been submitted as an Inter-
net Draft to the IETF.

Asof late May, the Autokey design has been implemented, tested and deployed at selected sitesin
CAIRN. There were several unanticipated problems in this deployment which were discussed in
previous quarterly progress reports. The most recent previous report proposes a protocol redesign

which would eliminate most of the security holes identified in the initial rollout. The proposed
redesign has been completed and integrated with the NTP daemon. The daemon has been
deployed in selected DCnet hosts and in severa CAIRN routers. Exhaustive tests with the many
mode combinations and keying media options have been completed and some bugs fixed. The key



generator program has been revised to search the machine filestystem environment in order to
smplify and eventually to eliminate specific key configuration.

3. Simulation of Large Scale Networks
The following status report is submitted by graduate student Tamal Basu.

As documented in previous status reports, we have developed anetwork simulator capable of sim-
ulating very large networks of the order of 10,000 nodes and 30,000 links. Preliminary experi-
ments show that the simulator is capable of meeting these. Following isa summary report on our
progress.

The ssimulator itself consists of three main parts
1. Random Topology generator

2. Routing Algorithm

3. Simulation Engine

The three components have been implemented and are now being used to carry out experiments
for any given network size. There does however remain an issue of the degree of realism in the
topology and subsequent simulation being carried out. The issue will be dealt with below.

The routing algorithms which are the heart of the ssimulator have been chosen to be the most
generic possible. The algorithms which were chosen to be implemented include the venerable
Bellman Ford (BF) algorithm and the Distance Vector Multicasting Routing Protocol (DVMRP).
Either of these algorithms can be selected by a command line switch and, with BF, the smulator
provides a split-horizon option.

The simulation engineitself is a discrete event simulator and contains an entity known as the Glo-
bal Event Queue (GEQ). Discrete events are put on the GEQ to be implemented at the correct
time. After the event has been simulated the queue entry is discarded and the wallclock and date
are upgraded.

An especially important issue in the design of the simulator is the makeup of the network topol-
ogy, which is based on random topology generator (RTG) based on the Waxman model. This
model is based on a two-dimensional representation of a probabilistic clustering algorithm in
which the density of interconnections varies from relatively high for short distances to relatively
low for long distanced. In the current design, the RTG is an offline process calculated before the
simulation on the topology actually begins. This saves a great deal of time and effort during the
simulation, which is of great importance considering the size of the networks in question and the
processing time involved in simulating them.

The RTG creates a network based on random topologies, rather than fixed topologies used in
commercialy available simulators such as OpNET and NS. It generates output to an ASCII file,
which is then used by the simulator engine. The case to make here isthat, in spite of the fact that a
completely random topology generator is used to develop the topology, it still is unable to mirror
thereal life scenario of networkswhich are built upon each other. Instead it ssimply providesapla-
nar network, albeit random, a structure which israrely found in real networks.



We plan to implement the random topology in a different manner, i.e., to continue to harness the
inherent advantages of the Waxman model but at the same time to implement the overall topology
using the properties of fractals which are believed to be a better model for real networks. Our ini-
tial approach isto use the RTG to generate different networks of varying sizes and stack them one
upon the other in various ways. The next step would be to use the RTG to generate several net-
works of similar size (having different topologies due to the random nature of the process with
which they were created) and then use them to populate the rims of circles of increasing diameter
stacked upon one another.

A number of issues have to be considered in a realistic implementation, the most important of
which is the connections between the networks. A natural approach is to consider a node at one
level to be expanded as a network at the next level of abstraction. We believe thiswould be a use-
ful initial experiment, but experience with real networks suggests this model would have to
include some number of backdoor links between the fractal networks, just like today many service
providers are connected directly to each other rather than via a default-free routing exchange.

Another focus of the experimentation which is aso currently underway is to see how the network
reactsto a severe break in the network fabric by splitting the network into two parts and then join-
ing them back again. Thisisamajor issue of interest and a strategy would need to be developed if
the topol ogies were to be used to carry out such experimentation. We propose that the new fractal

model will be in place and ready for experimentation by the end of May. This is because signifi-
cant changes have to be made not only to the RTGitself but separate modules will need to be cre-

ated in order to address the interconnectivity issues between the different layers of the composite
network.

4. Project Management

Asthe result of an apparent misunderstanding somewhere in the management chain, we weretold
to close down the project earlier than the end of the second contract year. This caused quite a
bump in staff morale and grave concerns about continuing funds for the graduate students. This
concern was the reason Mr. Basu | eft the project to be an intern at Ericsson. We were able to fund
Mr. Li until the end of June, at which time he completed and submitted his dissertation.

Subsequently, funding was restored for the current contract year, which ends on 30 September and
subsequently one-half the funds originally budgeted for the third (option) year. Originally, we
were asked to budget at the original burn rate for six months, which would make it impossible to
replace Mr. Li and probably force the remaining graduate student, Mr. Basu, to leave the project.
This investigator saw no choice but to rebudget the funds to at least allow Mr. Basu to continue
until his graduation in June 2001.

In order to sustain operations through the third contract year, which ends on 30 September 2001,
all equipment purchases have been cancelled along with all except local travel. Mr. Li will not be
replaced. Something less than a month of summer salary will be available for thisinvestigator to
write the final report. The effect on the deliverables and expected research progressisnot clear at
thistime.



5. Infrastructure

NTP with Autokey has been deployed to several CAIRN routersrunning FreeBSD 3.4 and now in
regular operation. Unfortunately, for the reasons mentioned above, the Autokey function itself
does not always work properly. Nevertheless, the experience does confirm the autonomous and
automatic key refreshment strategies do work properly and the protocol itself isreslient and reli-
able in the face of node and link fractures.

Progress on a standard application program interface for the pulse-per-second interface for a
generic kernel continues with the publication of RFC-2783. The functionality of this document
has been implemented for SunOS, Solaris, Alpha, Linux and FreeBSD and confirmed by experi-
ment using local hosts and those CAIRN routers equipped with GPS receivers at 1SI-W, SAIC,
UDel and UCL.

6. Future Plans

The latest enhancements of the autokey protocol and algorithms provide for a completely auto-
matic generation, transmission, installation and validation of public keys and agreement parame-
ters. However, the ultimate security of the public-key protocols depends on certificate validation.
High on the list for future work is rewriting the NTP daemon name resolution code, which has
been heavily encrusted with usel ess stubs and excessively rigid format checking, making new fea-
tures ailmost impossible to implement. A complicating factor is that the resolver code is closely
bound to the remote configuration code and shares its awkward authentication mechanism (which
is a separate scheme quite different from Autokey).

However, the highest priority task right now is fixing the problem mentioned in severa previous
reports where the Autokey function does not work properly in machines with more than one inter-
face. It was hoped to do this over the summer, but there was a shortage of willing hands that could
do thiswork. Mr. Li was totally distracted finishing up his dissertation, whileMr. Basu was off to
Ericsson as a summer intern. This left the hands of this investigator were deep in the Autokey
redesign and implementation.

7. Publications

All publications, including journal articles, symposium papers, technical reports and memoranda
are now on the web at www.eecis.udel.edu/~mills. Links to the several publication lists are avail-
able on that page, aswell aslinksto al project descriptions, status reports and briefings. All pub-
lications are available in PostScript and PDF formats. Briefings are available in HTML,
PostScript, PDF and PowerPoint. The project descriptions are cross-indexed so that the various
interrelationships are clearly evident. Also included are the documentation pages for various pub-
lic software distributions. Links to other related projects at Delaware and elsewhere are also
included on the various pages. Hopefully, the organization of these pages, which amount to a total
of about 300 megabytes of information pages and reference documents, will allow quick access to
the latest resultsand project statusin atimely way.

Following is aretrospective list of papers and reports supported wholly or in part on this project
and the immediately preceding project “ Scalable, High Speed, Internet Time Synchronization,”



DARPA Order D012. The complete text of all papers and reports, as well as project briefings, sta-
tus reports and supporting materialsis at www.eecis.udel .edu/~mills.
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