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1. INTRODUCTION

The Loran-C/D system is a long-range navigation system designed
to provide accurate position information throughoiit the world. The Loran-C
system, still under construction, will consist of a number of three- or four-
station nets which provide bearing and distance information within a 4000-km
service range. The Loran-D system, in the developmental stage, is evidently
intended for somewhat smaller ranges but higtier precisions and anti-jam
capabilities. The two systems are designed to be compatible with each other
and to use similar detection, processing, and coordinate-conversion techni-
ques. Present reeeiving equipment, whether carried by man or installed in
air, sea, or land vehicles, is expected to provide accuracies of a few
hundi‘ed feet throughout the service range.
| Both systems use a time-comparison method in which the times-of-
arrival of pulse groups transmitted by three or more very-low frequency (vif)
stations are compared to fix hyperbolic lines of pesition. To achieve inher-
ent system sccuracies, these time uncertainties must be reduced to the
order of 0.1 us in correlated and uncorrelated neise environments 20-80 db
above the signal. The purpose of this report is to explore detection and
processing techniques for the extraction of Loran-C/D signals in ‘such

environments.,
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2. SIGNAL CHARACTERISTICS

The principal advantages of vlf for Loran-C/D operation lie in the
small_ groundwave path losses and the relatively well-understood propagation
phenomeﬁa (B4, B5). * Currently all Loran-C/D systems are assigned a
carrier frequency of 100 ke, which is time-shared among the stations of
a net for _idéntiﬁéation and resolution purposes. Timing information is
carried by coded pulse groups which are periodic at intervals in the 30 to
100-ms range.

Each Loran-C net consists of three or more stations up to 1000 km
apart, all of which aré assigned a ‘unique basic period in thé 30 to 100-ms range. One
of the stations of the net is designated the master an(;l'transmits an identi-
fying code of two groups of eight phase-flipped pulsés separated by half the
basic .period. The other two stations are designated slaves and transmit
similar code groﬁps which are ph.ase— locked to the master by off-the- éir
receivers at the slave sites. 'The. master and its Slaves are differenti_ated
by the pulse codes,. and the slaves are differentiated from each other by
their time sequence relative to the master. Appropriate delays are’inserted
at the slaves to insure tﬁat the three signals. do not overlap: anywﬁere in
the service area (Al,Az). Figure 1 illustrates the situation. Pulse
groups are labeled as either thé master or one of its two slaves. | The basic

- ,
Symbols within parentheses refer to entries in the Bibliography.
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period consists of two half-periods containing identical pulse patterns from
all stations except that the phase coding is different. This choice of coding
Waé motifzated by considerations of rhultipath distortion, which will be
discussed in 'S,ection 4. The amplitucies of the pulse groups from. the
various stations may differ by as much as 80 db in ‘certain locations in

the service area.

Basic period >

e—— First period Second period ==
x1 X2 X1
,-MJ1 Y1 M2 | Y2 M1 Y1
— —1
 S— — | ——

Fig. 1. Loran-C signals.

The Loran-D net is similar to the Loran-C net with respect to the
station geometry and carri“er frequency. The Loran-D system achieves
greater precision through the usé of va longer pulse-group code. Twice
the number of pulses aré transmitted (A9) in a group at twice the pulse rate.
However, the basic period is double that for Loran-C since the phase coding
of the inserted pulses alternates in successive pulse groups. Since the

systems differ only in this mannef, and are compatible, most of the
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succeeding discussion will deal with the Loran-C system; the extension
of the results to the Loran—D system is readily apparent.

Doppler frequency shifts up to 0. 2 cps are experienced in high—speed
airborne equipment at speeds of 120‘.0 knots. A local clock synchronized to
the éarrier of each station is necessary for tracking purposes; measuring
the frequency differences befween the clocks provides a sou_rc'e of velocity
infor‘matién. The three clocks considerably complicate the receiver and,
furthermore, place a limit on the processing»integration time unless there
is sufficient addiﬁonal information about aircraft velocity, heading, and

maneuvers.

2.1 System Pulses

Each pulse group consists of eight system pulses which are identical
except possibly for carrier phase.  The envelopé waveshape has been
tailored to yield the fastest risetime consistent with the radiated spectrum width
limitatidns of 20 ke. For reasons which will be démonstrated later, only
the first 30 us of this envelope (3 carrier cycles) are useful for time-of-
ar‘rival measuréménts.

The restrictions upon pandwidth have led to an envelope waveshape
Which has zL third-cycle amplitude of 0. 45 for a peak eighth—cycle amplitude
of 1.0. The carrier.power at the third*cyc;le is called the sampling~point
power and is used in the definition of the S/N ratios of the system. Present
transmitters radiate an effective power of one megawatt at the sampling

point (A4).
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A pulse shape which has been empirically found to meet these

requirements satisfactorily has the normalized envelope function t2 ez—2t

(see Fig. 2).

Fig. 2. Envelope waveshape.

This pulse has a peak power of 1. 0, which affords a convenient normalization.
In the Loran-C case the t = 1 point coi'responds tot = 80 us on the system
pulse. At the sampling pointt = 30 us, the amplitude» of the pulse is

about 0. 45.

2.2 Pulse Coding

Table 1 shows the transmitted pulse codes for the Loran-C and
Loran-D systems (A6,A9). The basic period is divided by halves in the
Loran-C system and by quarters in the Loran-D system, and the indicated
code used in each subpefiod. These pa'rticular codes were chosen for
their autoco_rrelat_ion and crosscorrelation prdperties in the elimination of
skywave interference and impiementation of acquisition and tracking

processes. Within each pulse group the individual pulse envelope is as
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discussed above. The pulses are spaced at intervals of a millisecond in the

Loran-C case and at intervals of a half-millisecond in the Loran-D.

Station System  Subperiod Coding

MASTER C 1 Fhoototb
" C 2 -+-—+++++

SLAVE C 1 +H+++t-t
" C 2 S R PR

MASTER D 1 R e
" D 2 R e
" D 3 L T A
" D 4 F - +H+ bttt -+t

SLAVE D 1 S SR SR S TR ++
" D 2 S i o R
" D 3 dodt bttt mtbatmtta
" D 4 R o e S N

Table 1. Pulse coding.

rigure 39 is an exuwiple ol a Louran~C signal showing the relationship between
the basic period, the subperiods, and the pulse groups. The times shown are
typical. An inspection will varify that if the even-numbered Loran-D pulses

are removed, the resulting signal has the same coding as the Loran-C signal.
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- Basic period
s(t)

I | —"F:_— Eujst-subpe»rlod Second,subperiodf.f—.
. » ! i E!E%h“i,,, t

[\
- 50 ms - 50 ms
Interpulse \
spacing
AN

A \ ﬂ JAPR

V) Sampling J !
U point

— 30us =

i | Pulse length
about 200 us

Fig. 3. Loran-C basic period.
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3. SIGNAL DESCRIPTION

‘The Loran-C/D signal can be described in several ways, each
appropriate for certain detection processes (discussed in Section 5). This
section will specify the foilowing parameters for the Loran-C signal:
average‘and peak powers, autocorrelafion and crosscorrelatic.)n functions,
power spéctrurn, and anti:jam margin. Attention will be confined to the
Loran-C case; to extend the results to the Lofan-D case involves merely
changing certain constants and the correlation functions , 'Which are easily

computed.

3.1 Average Power

Since each pulse of the group is of the form £ e2'2t, and the

t = 1 point of this envelope corresponds with the 80-us point of the pulse,

an interpulse spacing of 1000 us would correspond to a value of t equal to 12. 5

(see Fig. 2). The peak power of each pulse has been normalized to one

watt; the average power of the pulse group is

T : T
n 2, n 4 4-4t
PAV=-T-fs(t)dt_—T-6[te dt
. et for T > 10
= 28T :

For example, in a basic period of 100 ms, there are 16 pulses.

The average power is then



P .. = 3x16xe® 0162 watt
AV = T138x12.5xi00 =~ walt.
The sampling point power att = 30 us is
P = (0.45)% = .2025 watt.

S

Since the signal energy spec‘iﬁca"cion involves only the sampling-point
power, the peak and average powers have only minor importance except
in transmitter design. For example, a transmitter with a sampling-point
plower of a megawatt must carry é peak-power rating of four megawatts,

yet the average power is only about 64 kilowatts..

3.2 Correlation Functions

The correlation functions for the Loran-C/D signal can be readily
computed. The autocorrelation function takes the form
0
Y = f s(t) s(t+7) dt

-0

We are interested primarily in the envelope of this function, which will
appear vaguely like a modulated 100-kc signai; We will evaluate the
resulting integral by first calculéting the autocorrelation function for a
single pulse and then showing how the complete function can be constructed
by superposition using the pulse coding.

The system pulse is described by (see preceding section)

t2 e2-— 2t

s(t) = o<t<T).
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We have normalized the time dimension so that the‘peak occurs att = 1.

The autocorrelation function is

T .
) = [ 2R R (2 2ET) o
P :
4-2r
e 3. 3 \
.= "—3-“2——'»(-4-'?71'7"{'7'2) (T_>_O) .

Taking advantage of the fact that {/(r) is an even function of 7, we can sketch

the envelope as shown in Fig. 4.

o

de
198 7 Y(T)

T=0

Fig. 4. Single-pulse autocorrelation function.
The impéftant ttixing‘ a.xbout’this envelope, ffom the standpoint of
time-of-arrival determination, is that the autocorrelation function be
small at time shifts equal to the spacing between pulses (1 ms in Loran-C,
500‘ us in Loran-D). In ‘practice, the pulse coding itself helps the situation,
and the autocorrelation function can be approximated by a trié.ngle of

3e*
128

The complete autocorrelation function may be constructed by first

height and base width of perhaps 7 = 2.
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scaling the above function so thatt = 80' is corresponds to7 = 1, and
then forming the.proper correlation peaks by considering the pulse coding.

The Loran-jC pulse code for both the master and the slaves hras
been chosen so the Y(T) vdnishes for time shifts of odd multiples of the
period between pulses (1 ms). The remaining even-numbered correlation
peaks (assuming the principal peak at 'r = '0. is 16) are shown in Table 2.
Each number in the table represents the scaling to be applied to the above
function, which, 'w-hen filled in with the carrier, yields the actual auto-
correlation function.

As we will demonstraté in Section 5, considerable acquisition time
can be saved by using autocorrelation techniques (matched filtering).
These techniques éi'e practical only when the amplitudes of the subsidiary
peaks .of the aut_ocorrélation‘ function (at time - shifts of other than zéro) are
small relative to the central peak (at a time -shift of zero). Inthe Loran-C
case the subsidiary peaks are at least 12 db down, and are down consider-
ably further in the Loran—D case.

The crosscorrelation function between the master and the slaves
rriay. be‘ constructed in a manner similar to the autocorrelation function.

It is defined as
o(r) = [ x(t)mt+7) dt
-0

where x(t) is the slave signal and m(t) is the master. The function is
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$DATA 004845 10/12764 10 38 30.6 AM
MAR
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similar to the autocorrelation function in that the envelope will appears
as a series of polé.riied triangles having the same form as the single-
pulse autocorrelation function. The amplitude and polarization of the
triangles can be determined from the pulse coding (see Table 2). This
function is representative of the spurious signal expected from a cbrrelation

detector which is searching for either the master or the slave signals.

3.3 Power Spectrum

The power spectrum envelope is also readily obtained from the

autocorrelation function. (See Fig. 5)

s(f)
-3db
bke
- 2w 20kce \
{

90kc 100 110

Fig. 5. Signal power spectrum.

Within the envelope are spectral lines at 1-kc spacing'and broadened
somewhat by the pulse coding. Using this information, the Loran-C
receiver, not knowing the phase of the'pulse groups within the basic
interval and knowing the carrier frequency within only 0. 2 cps, | must

extré.ct the time differences of arrival of the signals within 0.1 us.



-925-

3.4 Anti-jam Margin

The anti-.jam margin, defined as AJ = 2WT, in which W is the
system bandwidth and T is the integration time, is a good measure of the
resistance of the Loran-C/D system‘te correlated and uncorrelated
interference. For Loran-C/D systems, W is the channel bandwidth

(20 kc) and T is the basic period (about 100 ms). Accordingly then,
AJ = 4000 = 36db .

This figure may be interpreted in various ways. First, from the sampling
theorem, it represents the number of independent voltage (or cﬁrrent)
samples neceesary to represent completely the time-domain signal.
Second, it represents. a i‘ough measure of the potential resistance of a
receiver to jamming, say from.a-cochannel station. (The current
Loran-_Cl system- does not‘nearly realize this potential. ) Third, it gives

an idea of the sighal—-to-noise' impreVement f)ossible through correlational

techniques; in these cases the improvement is _repres'ented‘ by
(S/N) = 2WT(E/N),

where E/N0 is the input ehergy-to—noise spectral density ratio. Apparently
then, it is possible through optimal coding and detection techniques to
achieve a 36-db improvement in the signal-to-noise ratio by coherent

integration. Current techniques realize something }on’the order of 10-20 db.
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4. INTERFERENCE MODEL

Signals at 100-kc received over a 2000-4000-km path will be
corrupted with the following types of noise: (1) White Gaussian noise
(whiganoi) introduced by the receiver input circuitry, (2) atmospheric
static noises (sferics), primarily non—Gaussian and impulsive in nature,
(3) cochannel cw and pulse signals, and (4) delayed replicas of the Loran-C

signal (skywaves).

4.1 Whiganoi

Operating experience has placed the limit on the coverage range
for the Loran-C system as the 10 uv/m groundwave contour (A8). With
present transmitters and antennas which radiate one megawatt at the
sampling point, the 10 uv/m contour occurs at about 4000 km over
seawater paths. Receiving antennas have typical effective heights of a
tenth of a meter and radiation resistances of a)bout_lO'6 ohm. Although
the available power at the 10 pv/m countour is something like -43 dbm,
the small receiving antenna size and radiation resistance lower the antenna
efficiency markedly, and, in practice, intercepted powers at -100 dom are
more common.

The sensitivity of any receiver is limited ultimately by whiganoi

introduced in the antenna and input circuitry. The available power from

this source depends on the bandwidth and circuit temperature,
N = kTW,

where k is Boltzmann's constant, T is the absolute temperature, and W
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is the system bandwidth. The spectral density for typical circuits is then
about -174 dbm per cycle of bandwidth. Wiganoi power in a 20 kc band-
width is -134 dbm. For present receiver noise figures of a few db, then,
the signal-to-whiganoi ratio is at least 30 db. Compared to other noise
processes, which may be 20 db above 10 u/m at these frequencies,

whiganoi may apparently be neglected.

4, 2 Sferics

Atmospheric noise at these frequencies (100 kc) is primarily due
to lightning discharges (B1,B2). The discharge spectrum is distinctly
off-white, with a broad peak at 3 - 10 kc, tailing off to the microwave
range. The time waveform consists of between one and five spikes about
100 us wide and spaced at about a millisecond. Figure 6 shows one of

these spikes, and Fig. 7 shows its spectrum.

70 v/m -

n(t) o 1ms 2ms

Main discharge

-70 v/m Predischarge

Fig. 6. Sferic time waveform (from B2).
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7’ N 1
1v/m o | Y/ \§ 'r~00 ke
10ke/’ N\
; R\
/! N1/t
Predischarge
0.2v/m-—
1/£2

Fig. 7. Sferic power spectrum (from B2).

Apparently this type of signal is similar enough to the Loran-C signal to
‘limit the system performance when the signal-to-sferic ratio is less than
-20 db. Questions remain concerning the definition of sferic power due to
its impulsive nature. At these fi'equencies the disturbances generated by
a discharge are propagate‘d for a considerable distance, so the receiver
noise is the sum of large numbers of these discharges occurring all over

- the world. The CCIR hé,s established '"Noise Grades'' in various regions
of the world; these apparently are related to the sferic powers. Based on
these data, sferic hoise powers appear 0-10 db above 10 uv/m during the

day and 10-20 db above 10 uv/m during the night in most parts of the world.
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4.3 Cochannel Signals

The interference processes discussed above possess rather small
autocorrelation functions and, of course, negligible (long term) cross-
correlations with the Loran-C/D signals. Judging from the complexity
of predetection narrowband filtering.equipment of current Loran-C
receivers, particular difficulty is experienced with cochannel cw signals.
These maintain huge autocorrelation functions but reasonably small cross-
correlations with the Loran-C signal if the cw signal is not on a Loran-C
spectral line. The problem is evidently not one of corr‘elation but of
receiver integrato_r overloading. Since this is a hardware problemv, the
cw interference process will be impudently (or imprudently) ignored for
the present.

Cochannel Loran-C signals, on the other hand, will be the rule
’rather than thé exception. Interference from cochannel stations includes
that from the other stations of the net. Since at a given time the receiver
rhay be huntin-gvfor either the master or one of the slaves, the two must
be distinguishable. This is done by coding the master pulses differently
from the slaves. Once the master pulses have been found, the slaves can
then be distinguished by their time sequence relative to the master. The-
master énd slave codings are chosen to have'sma}l crosscorrelations,
thereby simplifying the acquisition process. In extreme cases, the ratio
between the desired signal and the undesired signal powers may approach

80 db when the receiver is parked at 5000 feet over one of the transmitters.
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More realistic cases have been computed‘(AQ), and ratios of 30 db are

typical on North Atlahtic paths near existing stations (see Fig. 8).

30 o ' Xp*s5

20 H
(— London

S/N (db) 10 x,, %,

0 - d
/- V N\
x1é/

-10 - Northern track

‘New York - London route

Fig. 8. Differential émplitudes on a North Altantic path
(from A9).

Interference from other cochannel nets may be expected in some instances.
We will assume here that a cochannel net will have a different basic
repetition interval and that it will be sufficiently weak to prevent over-
loading the integrators during search. (During tracking the integrators
'ére gated.) Then the crosscorrelation becomes small if the integration
times much exceed the reciprocal of the smallest difference between the
basic intervals. ASsuming reasonable ingenuity in siting, and maybe even

directional antennas (!), integration times of a second would seem to suffice.



-31-

4. 4 Skywaves

Multipath skywaves are by far the most perplexing problem in
‘Loran-C operation. In certain regions these may be up to 35 db strlonger
than the groundwave and may chase the groundwaves at delays of as little
as 30 u‘s (A1,A4). The skywaves may occur as a result of éne to five hops
and may ricochet‘ around the world for many milliseconds. We will examine
this process more closely to gain some insight into the design problems
inherent in the receiver.

Consider the over-the-horizon path illustrated in Fig. 9.

Single-hop

Two-hop
P ~ '
S ' \\ Ionosphere
v
[ i .
Transmitter Terra firma ' Receiver

Fig. 9. Multipath skywaves.

This path has an attenuation-distance relation as sketched in Fig. 10.

The groundwave intensity is quite close to the inverse-square relationship,
except at the limits of the service area. Since the skywaves lose 20-40 db
on every bounce, they can be neglected in the inverse-square region. At
the further extremities of the service area the delays between multipath

signals can be assumed small, at least for one- or two-hop skywaves.
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But, in any case, the skywaves will come chasing the groundwaves at

spacings of as little as 30 us, as previously noted.

Groundwave
Single-hop

Two-hop

Signal (db)

Distance (km)

Fig. 10. Skywave intensities.

These combined factors suggest a model for skywave interference
consisting of a large first-hop skywave following the groundwave but more-
or-less within.the groundwave puise. Thus, each groundwave f)ulse may be
badly distorted by a superimposed, closely following first-hop skywave
pulse, .but the skyWave pulse will not distort succeeding groundwave
pulses. The signal intensity of seéond— and higher-hopped skywave pulses
may be assumed of the order of the grouhdwave, but these skywave pulses
may overlap the succe‘eding pulses of a particular groundwave.

The Loran-C/D phase—coding schemes insure that the autocorre~
lation of the signal is very small for time displacements of multiples of

the interpulse period (1 ms). Thus, the ambiguity in finding a particular
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pulse in the multi-pulse group is resolved even in the presence of sky-
waves which overlap . following groundwave pulses. To achieve this
resolution the integration process must extend over the complete ba‘sic-
period.

Resolution of the groundwave and a closely followling high-
amplitude skywave cannot be done entirely by linear integration. Assuming
the groundwave pulse is free from uncorrelated energy (after aﬁy integra-
tion), then the detector must identify the third positive-going zero-crossing
and this is in an environment of a peak third-cycle to maximum-cycle
ratio of 50-60 db in the signal pulse. Obviously nonlinear technidues

(clipping, gating, etc.) are in order here.
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5. SIGNAL RECOVERY

We apply the word "recovery' to any process intended to yield a
time-of-arrival measurement from the received signal. Using the signal
model developed in Section 3 and the interference model developed in
Section 4, we will attempt fco construct appropriate recovery philosophies.

First, we must establish the system parameters and the requisite
processing. Since most linear integrators .cannot be expected to work well
in noise environments 80 db above the signal, é, preintegration gate
system seems appropriate. The receiver design will then look something

like that shown in Fig. 11.
M detector

0 M

o] Gate
Circuitry

- ————0

X detector

-——-——__._.OY

Y detector

Fig. 11. Pr edetection gating.

Here the M, X, and Y detectors perform the necessary envelope and phase
extractions, and the gate circuitry. assigns an interval in time in which to
expect the appropriate signal. Actually the X and Y detectors can be

combined since the slaves trasmit the same signal and since any ambiguity
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is resolved once the M signal is known. The condition in which the
detectors are 'pr"operly gated will be call_ed the tracking éondition, and

the condition in which the gate circuitry is hunting for the proper tifne

slots, the acquisition condition. In the tracking condition, the detectors

can easily servo the gate circuitry to maintain the proper time synchronism,
but in the acquisition c§ndition this information is not generally available
from the déteétors. We suspect that the acquisition stage will be rather

difficult.

5.1 Carrier Phase

Let us apply the signal from a Loran-C transmitter to a receiver
designed to announce the time of arrival of a pulse group. More specifically,

let us consider each pulse of a 100-kc carrier (diagrammed in Fig. 12).

s(t)

|

/Time measurement

-t

UAU/\U

+—Groundwave—>*— Groundwave + skywave

Fig. 12. Detector signal.
Apparently the minimurn aoav cotween the time of arrival of the ground
wave and that of the skywave is greater than 30 us, i.e., 3 cycles of a
100-k‘c‘ carrier. It is highly desirable to‘ confine all time measurements

to this initial interval on each pulse in the group.
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An accuracy of 0. 1-us time measurement corresponds to 1/100
of a cycle of RF carrier, or about 4° of sine wave. Obviously accura-
cies such as this require aver'aging of many pulses and pulse group_s..
Although the best signal-to-noise ratio would be achieved at the zero
crossing of the third carrier cycle (see Fig. 12), the receiver must still
know what cycle the time measurement is made upon, and this requires
knowledge of the pulse envelope (see Section 5. 2).

Initially, assume the receiver must make the time measurement
in one Loran-C interval (100 ms). Then only three system pulses, one
each from the master and each slave, are available. Assume we can start
two counters going at the master St’ation (we ignore the problem of identi-
fying which of the threeApulse groups is the master) and stop oné counter
at the first slave's first pulse and the other counter at the second slave's
first pulse. ‘The counters then indicate the t A apd tB required. To
_ﬁxaintain the 0.1-us accufacy, each time measurement must be to within
0.1 us. It the zero crossing of the third carrier cycle is used (we ignore
how to determine this), its peak amplitude is about 0. 45 times the peak |
carrier amplitude. Since}the slope of the instantaneous amplitude is about
unity at the zero crossing, the zefd crossing must be determined to within
an amplitude error of 1/100 of the third cycle amplitude. If the signal
power is measured at the.sampling point on the third cycle, we need at

least a 40-db S/N ratio to recover the zero'crossing to within 0.1 us.
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Assuming an S/N ratio of about 10 db-after the gating circuitry, *
we need about 30-db processing gain. If we get 3 db each time we double
the (coherent) integration time, then we need about 210 ~ 1000 basic

intervals, or about 100 seconds.

5. 2 Envelope

- The envelope of a Loran-C pulse is represented by

"to within a multiplicative constant. If this envelope is delayed by a time T,
inverted and added to s(t) with proportionality constant @, then the new

signal, s d(t)’ is

-2t

s4(t) = s(t) - as(t+r) = 2o % a(t+7-)2 o~ 2(t+7)

t>0,7>0, a> 0)

The resulting waveform, called the derived envelope, is sketched in
Fig. 13.

| By choosing 7 and_a properly we can make the zero crossing of
e d(‘c) 600111‘ neaf the sampling point‘ at the third carrier cycle. For
maximum accuracy we may also wish to adjust the constants so that thé

slope at the zero crossing is a maximum. Apparently this choice of

-
This figure will be justified in Section 5. 3.
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where tS corresponds to the sampling time (3/8 for the 30-us point
discussed above). These equations can be solved for the optimized para-
meters a and 7, but even at the optimum values the slope of the zero

‘crossing will be close to unity.

1...._..___.
s(t)
0 t
0o - = t
~as(t+T)

Sampling point
/\/ P t

Fig. 13. Derived waveform.

If a particular carrier cycle is to be tagged without ambiguity
for cérrier phase, the time uncertainty must be kept within 5 us. Since

the slope of the derived envelope at the sampling point is about 1/80 us,
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we need a S/N ratio of better than 16 = 24 db. Assuming as before a
preprocessing S/N ratio of 10 db, then 14 db of.processing gain are

required, i.e., about 25 = 32 samples, or a little over 3 seconds.

5.3 Preprocessing Gating

We now have some idea of the amount of processing necessary to
extract the derived envelope and .the carrier phase. These processes
assumed an input S/N ratio of 10 db and proper gating so that synchronous
processes could be used. Now, somehow, we must perform these gating
functions. We must invent'a correlated integration process which will
discriminate between the master and the slaves and which will elicit
both from noise environments 20 db stronger than the signal. At this
point we can disregard both the exact derived envelope and the carrier
phase, since the objective is simply to open the proper detector gate at
the pi‘oper time.

If some frivolity be allowed, we might postulate that the noise
distribution following the agc'—controlled stages be a loose approximation
to whiganoi. This rather\’sleazy assumption allows sonﬁe fruitful filching
from the usual signal-detectability results. Since we have a signal-known-
exactly- éxcept-for-éarrier-phase (and this is the crucial point), the
optimum receivér for gating purposes coﬁsists of an envelope detector
(either linear or square-law, depénding upon the input sigﬁal-to—whiganoi
ratio) followed by an integrator (low-pass filter). Filtering preceding

the detector increases the postdetection S/N ratio by 3 db each time the
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bandwidth is halved. Filtering following the detector increases the
postdetection S/N ratio by 1.5 db each time the bandwidth is halved.
Using a bandpass filter, the predetection bandwidth can be reduced to
about 5 kc before the 200- us pulses become severely distorted, and
this allows a 6-db increase in | p ostdetection S/N ratio.

But Whiganoi following the agc-controlled stages is not the only
problem. In the g‘eneral case the differential amplitudes between the
various stations may be as high as 80 db. We need a method of discrim-
inating between a desired signal, e.g., one from the mastér or a slave,
and the other stations of the net. Typical methods for doing this also
result in some signal-to-whiganoi ratio improvement, so for the present
we will ignore the influence of noise on the detection process and concentrate
instead on the discrimination between the desiiﬂed'éignal and correlated
interfere}nce processes.

The gating: problem‘presents two subproblems: First, we must
identify the pulse groﬁps as belonging to either the master or its slaves.
The crosscorrelation function between the master and slave signals,
calculated in Section 3.2,’ is important in this connection. Second, we
must control the gating circuitry so .that we sample the desired pulse
groﬁp only when a pulse. is present. This involves the autocorrelation
.functions_ of the master and the slave signals, also calculafed in Section
3. 2. The second problem is also complicated by skywaves; the autocor-
relation functions of the Loran-C/D signals are tweaked to help eliminate

the interference caused by these sources.
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Implementing any of the advantages gained by signal processing and
filtering involves an integration process, so we expect the correlation
process to extend over at least one basic period, or about 100 ms. Also,
the coding chosen for the Loran-C/D signals involves carrier-phase
modulation; therefore the integration process must be coherent. We shall
return to these topics in Section 6.

Having established the necessity for coherent processes in gate
extraction, we shall now explore instrumentation techniques. Given a
thréshold detector connected to the output of thercoherent integrator we
probably would agree on a minimum of 10 db in S/N ratio at this point.

If the signal-to-whiganoi ratio at the output of the agc-controlled stages
is about unity, 10 db of coherent processing gain are required. If the
signal amplitude differences reach 80 db between the stations of the triad,
clearly some intelligent gé.ting will be necessary in this process too.

We can approach this problem in two ways: Either through auto-
correlation or crosscorrelation processes. The autocorrelation pro}cesses
have the advantage of not requiring a locally generated synchronous signal
#nd the tedious séarching problems associated with it, while the cross-
correlation processes have the advantage of much greater S/N ratio
improvements. It seems prudent in this connection to assume that, no
matter what the implementation of devices to increase the ratio of desired
to undesired signals, the strongest signal of the net will be captured first

by linear-integration process. Once the pulse positions of this signal are
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known, the intervals can be assigned a master or slave detector and gated
off to the linear- integrationvprocess. In this manner, the gating circuitry
peéls off the time-shared signals by order of decreasing signal amplitude.
Given the estimated geographical position of the receiver, and
the known position of the transmitter, one can determine the -signal
strengths and differential amplitudes expécted at the receiver (A9). With
this knowledge, one need determine only the actual time position of thé
composite sigﬁal relative to the local receiver clock. In this casé, the
intelligent receiver will not bother wifh crosscorrelation processes but
simply autocorrelate the whole composite signal. Once the central peak
of this}signal has been determined in tixhe, the proper gates can be

opened for the master and slave detectors.
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6. SIGNAL PROCESSING

The preceding sections have presented vthe Loran-C/D signal
recovery process from the standpoint of maximizing signal-to-interference
ratios. Throughout the discussion we have maintained the tacit assumption
that some mysterious gadget was available to exchange real time for signal-
tq-int’erference ratio improvement. The last section maintained that

» coherent integration would be required in this process. This section will
discuss various instrumentation means of realizing these procedures.

We can approach the coherent integration problem in two ways:

One might bé calied the signal detectability approach, and_ involves cross-
correlation techniques; the other might be calléd the matched filter approach,
and involves autocorrelation techniques. For detecting only the présence

or absence of a signal in noise the crosscorrelation techniques are consider-
ably better than the autocorrelation techniques (D9). For determining the
time-of— arrival of a signal in noise, the question is not nearly so clear

cut. Each of these techniques will be discussed in succeeding sections.

6.1 Crosscorrelation Techniques

For a signal corrupted by whiganoi, the most efficient receiver
is one that knows the received signal in waveshape and phase except,
possibly, within a multiplicative constant of amplitude (D9). 'The‘
complete receiver then has only to decide if .the signal is present. The

implementation of this receiver involves a device to extract the cross-
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correlation function between the unknown signal-plus-noise environment
and the known signal waveform. Such a device is the familiar synchronous

detector, shown in Fig. 14.

s(t) + n(t) : f .l Threshold
‘ device

s(t) |

Fig. 14. Crosscorrelation detectof.

In operation the integrator performs as a smoothing filter. When the
output of the integratof ‘éxceeds a predetermined threshold, the threshold
device notifies the Qutside world that the signal is present. Reférence D9
discusses at gréat length the adjustment and parameterization of such a
devicé.

The questions involved in evaluating this device center around
the reference signal s(t) which must be generated in the receiver.
Because we don't know the transmitted time position Within the basic
interval (indeed, that is what we try to determine)v, we must guess a time
position and then allow the gadget to say if a signal is present. If our
guess is right (a probability of 1 part in 106), we céﬁ announce the time-

of-arrival relative to the local receiver clock; if not, we must
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tediously search the entire basic interval until the signal is found*

Briefly, the croSscorrelation detector op.efates as follows:

Let s(t) represent a pulse of RF carrier which has been phase-flipped at
clock intervals.of At. Assume the pulse is an integral number of clock
periods in length. Let s(t) be phase-flipped according to a code c(i),
where i < i< nand c(i) is plus or minus one according to the relative
phases. We assume that the phase flips occur when the instantaneous

RF amplitqde is zero. We wish to exfract this signal from added whiganoi
and to determine ..its exact time of arrival relative to an arbitrary point

on the waveshape.

To do this we must know the RF carrier phase and the cycle at
which a transition in phase occurs. We have a local carrier and code
c(i) of sufficient accuracy that integration over the entire pulse length
nAt is practical.

One way to do this is in a synchronous detector-lowpass filter,
shown in Fig. 14. We may separate the amplitude and phase information
as in Fig. 15. Initially, we guess ’th'e phase of p(t) and e(t) and examine
the output of the LPF. Then we carefully Searc_h fhrough all carrier é.nd
envelope phases unt_il\ we hit upon the right one, at which time the output

x*
Actually in such a process some a priori information may give us a

head start on a position estimate. Such a priori information may
include an estimated receiver geographical position, from which all
sorts of signal parameter information may be extracted such as
rough time-of-arrival and differential amplitude estimates (A9).
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of the LPF springs to a nice high value and the search is over.

s(t) + n(t) ° LPF
o) ° * (t)

| Fig. 15. Synchronous detector.

Using the commutivity of multiplication, we can rearrange the circuits,

as in Fig. 16.
e(t) p(t)

Fig. 16. Commuted synchronous detector.

Note that the signal, after passing through the first amultiplier, has been
gated and "unscrambled" in phase, providing the code e(t) and the signal

are in phase as to carrier envelope.
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One is tempted here to put a phase-lock detector at the junction
point between the two multipliers to extract the phase, and use the out-
put to drive the second multiplier:  An attractive method for deriving

the carrier phase is evident.

6. 2 Autocorrelation Techniques

Let the signal at the receiver input be
f(t) = s(t) + n(t) ,

and assume that n(t) is a whiganoi process of spectral energy N0 watts/ cycle
over a band W. Also, let E be the total signal energy during a basic period
T. We are interested in constructing a filter which will maximize the |
ratio of peak signal power to noise power. The quantity to be maximized

then is

According to results from the theory of prediction and smoothing of
stationary processes (D6,D7,D8), this maximum is realized at the

output of a fil_ter with transfer function proportional to
Hw) = SXw) ,
where SXw) is the complex conjugate of the Fourier transform of s(t):

P jwt
S(w) = fe"Jw s(t) dt.
0
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A feeling for the kind of filter required can be realized through the

impulse response (C9),

0 t
ht) = 5 [ eTHW at = st-7)
=00

that is, the impulse response of the filter is just the time inverse of the
signal itself. For example, if the synchronously detected Loran-C/D
envelope were as in Fig. 17, then the matched filter impulse response.

would be as shown in Fig. 18.

s(t)

N -t

Fig. 17. Detector output.

h(t)

Fig. 18. Matched filter impulse response.
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Since impulse responses of mortal networks must vanish for negative
times, the fnatched filter output will be delayed by a time equal to the
signal duration, which must of course be finite. |
The output of the matched filter excited by s(t) alone is
| 00

u(r) = s(t) + h(t) = f s(t") s(t'-r+t) at! = Y(t-7)
, -0

In other words, the maiched filter is an autocorrelator, and its response
to s(t). is the-autocorrelation function of s(t). Since the peak of this
function occurs at 7 = o and is Y(o) = E, the maximum value at the output
of the filter ié equal to the total signal energy at the input. The.n ‘the
signal-to-noise ratio is

p = o

0

at the filter output. We have not really gained or lost anything in total
signal—'_co-noise powers W_ith the matched filter but we have piled 511 the
signal energy into one central peak .in time--the peak 'of the a.utocorrelatiori
ﬁunctioh.

| Consider the energy in a single pulse of the form tz e 2t:

00 4
2 -2t 3e
Eo,éfte dt = g

The energy in the central peak of the autocorrelation function for the
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16-pulse basic period will be
E = 16E = —/— .
0

If we measure the improvement by the peak signal-to-noise ratio in the
two cases, then this improvement is sixteen fold, or 12 db.
A practical matched filter for the Loran-C signal is an auto-

corr elator consis_ting of a délay line, a collection of matched subfilters,

and an adder:

s(t) ——e 100-ms delay
16 taps spaced as required
GHw) GHW| - [Gygw)
i ! I
), " ¥(t)

Fig. 19. Matched filter.

The 100-ms delay line has 16 taps at 1-ms intervals corresponding to the
pulse positioﬁs in the.transmitted code. The filters Gl*(w)i ce "G16*(w)
are matched subﬁlfers for the corresponding phase- coded system puls,es.
In the Loran-C, these 'consist merely of inverters at the appropriate

. . |
delay of the taps: one set of inverters for the master code, and one set

*
The Loran-D would have 64 subfilters.
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for the slave code.

In the receiver the matched filter would precede the gating

circuitry:

Y_. v
_ Delay | Gates
Gating signals
M
- S |
S Gates

Fig. 20. Master-slave matched filters.
The boxes labeled M and S represent the inverter-adders for the master
and slave codeé respectively. Naturally, we are interested in the ability
of this gadget to discriminate betWeen the desired and the undesired
vcodes, which requires the crosscorrelation between the master and
the slave codes. The function is tabulated in Section 3. 2. The response
of either filter to the ulndesired signal is the crosscorrelation function
.of Table 2, whereas the fesponse of either filter to the desired signal |
is +16 ‘in the same units as the Table 2 If both the master and the slave
are.at the same signal level, the difference between the filter outputs is
only —136- = 5 db. Undoubtedly this figure could be increased by tweaking
the matched filters; but rather than .design the filter for optimum whiganoi,

as we have done, we should reapproach the design problem using the

undesired signal as the noise process.
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6.3 Comb Filters

Since the Loran-C signal as received may be immersed to noise
stronger than the signal energy in the baud period, the 12 db obtained
by coherent integration over the pulse group may be insufficient.

Conéider for the tifne ‘being that only the locatioﬁ of the céntral

pulse in s(t) is desired. relaﬁve to an arbitrary position in the

100-ms repetition interval. Thén a postdetection S/N of +10 db appears
a reasonable lower bound. If the postdetection S/N following the matched
filter is less than fhis, the difference ‘must be obtained by integrating
over more than one pulse group.

Assume we can do this coherently. A device called a comb filter,

which will realize these objectives, consists of a delay line 100-ms

long in a circuit (see Fig. 19):

100 ms ' > 0 Qutput

Fig. 21 Comb filter

The gain of the amplifier a is slightly less than one; how much less depends
upon the bandwidth, and hence the integration time, which we shall now

attempt to determine.
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For each sample 100-ms period, we add E signal energy coherently
and No noise power incohérently. That is, for each douﬁling of the number
of samples the 8/N at the output is increased by 3 db. Té gain x db we need
3+2% samples, or aboﬁtt =0.3. IOX‘/3 at 10 samples per secoﬁd. We
have assumed no decay of the "earlier'' samples such as Qcéurs in a
circuit like the filter shown. We conclude that the bandwidth must be at
least on the order of 1/t. We also note Athat the doppler ‘must be certainly
no greater than the bandwidth; this requirement limits the bandwidth to

0. 2 cps for vehicle; speeds less than Mach 4.

6. 4 Information Storage in Integration Processes

So far, we have maintained the convenient assumption of ideal
driftless integratéx‘ and delays. This sectidn will investigate techniques
of a more mortal variety;

Consider first ‘the 100-ms delay line of the comb filter and matched
filter. This component can be characterized through the sampling theorem.
The delay is 100- ms, the 'center frequency is 100 ke, and the bandwidth
is 20 kc; accordingly, a sampling rate of 2WT = 4000 samples per period
will cémpletely si)ecify the signal prdcess. Invoking:a bit of information
theory, we try to determine the precision of the samples. At the envelope
detectbr we have de_termined that the S/N ratio should be greater than
24 db and the phasé detector should be greater than 40 db. Choosing the

latter figure, we see that the channel bit rate of the delay should be
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greater than

H = Wllog2 ﬁ%}}{ = 20 x 103 x12=1x 1‘05 bits/sec.
That is, for 4000 samples per second, -each sample should be coded in
at least 25 bits.

We have estimated the number of samples at about 4000 per
100-ms interval. But énce this interval is found, only 30 us are of
interest. Thus for only . 03% of the time are fhe samples meaningful.

A simple code could be arranged to code the "deéd time" betwéen
200- s correlation peaks into a single binary number. A gated memo’ry
which would recirculate the 100 or so samples actually contributing to
the integration and a counter which would count down the dead time would
produce an economical memory size.

These rémarks assume that the envelope position has been
predetermined to wi_thin some degree of confidence; this process, as we
have seen, leads to a (coherent) requirement of 4000 Samples'. Since the
.envelppe position infox:iﬁétion is availéble after only a: few seconds,
perhaps we can trade integfation time for number of samples.

The economy of design is readily apparent.’ The envelop'e-detecting-
sampling cohérent integration finds the position of the central peak of
r(t), .aAfter'wh'ich the sample rate jumps from 10 ke to 40 kc, and the
redundancy is coded out (we "match' the chanhel). The recirculating

memory we use as a delay line requires 100- 200 samples, and the circuit
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changes very little between the envelope search and the phase search

modes of operation.
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