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Our Goal: increase time and length scale for the CGMC by using GPUs
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ABackground
ACGMC
AGPU

AcGmC Implementation on single GPU
AOptimize memory use
AOptimize algorithm

AcGmC Implementation on multiple GPUs
A CombineOpenMPand CUDA

AAccuracy

Aconclusions

AFuture work
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AStudyphenomenasuchascatalysisprystalgrowth, andsurface
diffusion

AGroup neighboringmicroscopicsites (molecules}ogether into
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erminology

AcCove rage

AA 2D matrix contains number of different species of molecules for each
cell

AEvents
AReaction
A Diffusion

AProbabiIity
AA list of probabilities of all possible events on every cell
At NPol oAfAdGe Aa OFfOdf ISR ol asSR
AProbabiIity has to be updated if the coverage of its neighbor changed
AEvents are selected based on probabilities
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No

Map N*N microsites to n*n
cells (where N>>n)

Read coverage

.

¥
Initialize coverage and

Read probability

h 4

prubiibility

Use tau-leap method to
simulate a leap

Select events

k4

—Time = simulation time:

Yes

Execute events
Update coverage

h

End

Update probability
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GPU Overview

T A NVIDIATesla C1060:

; A 30 Streaming Multiprocessor {1)
Multiprocessor 2 A 8 Scalar Processors/SMN])
Multiprocessor 1 A 30,8-way SIMD cores 240PEs

A Massively parallel multithreaded

Unit A Up to30720active threads handled
by thread execution manager

A Processing power
g A 933GigaFLORSIngle precision)
A 78 GigaFLORGouble precision)

From:CUDA Programming Guide, NVIDIA
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GPU Overview

Device

ltprocessor A Memory types:
: A Read/write per thread
_— A Registers

A Local memory

A Read/write per block
o A Shared memory

L A Read/write per grid
A Global memory
| A Readonly per grid
A Constant memory
- A Texture memory

A Communication among devices
and with CPU
A Through PCI Express bus

From CUDA Programming Guide, NVIDIA
Lifan Xu, GCLab@UD

10



GPU threads, where each thread equals to one cell

\ 4 \ 4 \ 4 \ 4

A Readcoverage from
global memory

Readprobabilityfrom
globalmemory

XX XX

Select events

Updatecoveragan
One_ leap globalmemory

Updateprobabilityin
globalmemory

Vv
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One_ leap

GPU threads, where each thread equals to one cell

\ 4

Readcoverage from
shared memory

A

y

Readprobabilityfrom
globalmemory

Select and execute
events

Updatecoveragan
shared memory

Write coverage to
global memory

XX XX

A

y

A

y

Vv
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Performance

GPUcTesla C1060

Number of cores

Global memory

Clock rate
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Platforms

Intel(R) Xeon(R) CPU X5450(CPU)

240 Number of cores 4
4GB Memory 4GB
1.44 GHz Clock rate 3 GHz
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16 32 64 128 256 512 1024 1536 2048 4096 8192 12288 16384 32768
number of cells

- sequential CPU . GPU+global memory - GPU+shared memory

Time scaleCGMC simulations can be 100X faster than a CPU implem%qtatim
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for GPUs

ARedesign of cell structures:
AMacro-cell = set of cells
ANumber of cells per macreell is flexible

ARedesign of event execution:

AoOne thread per macrgell (coarsegrained parallelism) or one block per maaall (fine
grained parallelism)

AEvents replicated across maetells

B

000
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9 | 10| 11 | 12 -6 -

o000

13 | 14 | 15 | 16 ‘

Cells in a 4x4 system 2-layer macrecells 3-layer macrecell
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requency

Synchro

‘
| ! Synchro

B | "‘ , - nization

Leap 1 Leap 2 Leap 3 Leap 4
16
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E1l:A[celll] -> Acell2]

4 |12 1 (23
5 6 A is a molecule specie
Macro-cell 1 Macro-cell 2

Macro-cell 1 Macro-cell 2
(block 0) (block 1)
Cell 1 Cell2 Cell 2 Cell 1 Cell 3
(thread 0) (thread 1) (thread 5) | (thread 6) (thread 7)
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AZ-Iayer coarsegrained
AEach thread is in charge of one macsll
AEach thread simulates five cells in every first leap, one central cell in
every second leap
AZ-Iayer finegrained
AEach block is in charge of one macsil
AEach block has five threads
AEach thread simulates one cell in every first leap
AFive thread simulate the central cell together in every second leap
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Large/molecular systems
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Small moleculs

events/msec

10000

5000

16

|

32 64 128 256 384

- sequential CPU

. 1-layer shared memory

512

1024 1536 2048 4096 8192 12288
number of cells

- 2-layer coarse-grained

- 2-layer fine-grained

Time scaleCGMC simulations can be 100X faster than a CPU implem%tatim
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Multi-GPU Implementation

ALimit in number of cells for a single GPU implementation
AUse multiple GPUs
ASynchronization between multiple GPUs is costly
ATake advantage of-Rayer finegrained parallelism
ACombineOpenMP\Nith CUDA for mukGPU programming:
AUse portable pinned memory for communication between CPU threads
AUse mapped pinned memory for data copy between CPU and GPU(ze

_copy)
AUse writecombined memory for fast data access
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Pinned Memory

APortable pinned memory(PPM)
AAuvailable for all host threads
ACan be freed by any host thread

AMapped pinned memory(MPM)
AAllocate memory on host side
AaSY2NE OFy 0S8 YILWLSR (2 RSOAOSQ:
ATwo addresses: one in host memory and one in device memory
ANo explicit memory copy between CPU and GPU

Awrite-combined pinned memory(WCM)
ATransfers across the PCI Express bus,

ABuffer is not snooped
AHigh transfer performancbut no data coherency guarantee
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For 2layer
implementation

CGMC

RandomBECEEINEEES

RN
coverage
probability

GPU 1

P

nVviDlA

Select Events
Execute Events
Update coverage

Update probability

Select Events
Execute Events
Update coverage
Update probability
Leap 2
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GPU 2
P> |
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Select Events
Execute Events

Update coverage

Update probability

Leap 1

Select Events
Execute Events

Update coverage

Update probability

Leap 2




Performance

Very largg molegular $ystens
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128 256 512 1024 2048 4096 8192 16384 32768 65536 98304 102400
number of cells

- 1-layer shared memory - Multi-GPU OpenMP+ppm+mpm-+wcm
- 2-layer fine-grained - Multi-GPU OpenMP+ppm+mpm
B Multi-GgPU Multi-GPU OpenMP+ppm

Length scalel20X faster with molecular systems larger than 13,000 cellg
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