CISC 889 Bioinformatics
(Spring 2004)

Hidden Markov Models (1)

a.  Sampling
b. Markov chains
c. Hidden Markov chains
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Motivations:

A probabilistic framework

— Handle uncertainty, which seemsto be a
ubiquitous phenomenon

— Capture correlations missing from previous
methods

— Learn from data and make prediction for the
unseen.
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Sampling from a distribution

e Uniform distribution

— Rand(); // convenient to use, but may not be what you
really want.

— Criteria of agood sampling:
» Give adesired distribution over along run

* At each step, the histogram shall “uniformly”
converge towards the desired distribution

» Randomness shall be kept; no obvious correlation
between two steps (though this is not true for
markov chain based sampling).
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Transformation Sampling
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Courtesy of Numerical Recipes (http://www.library.cornell.edu/nr/cbookcpdf.html)
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Rejection Sampling
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Figure 7.3.1. Rejection method for generating a random deviate  from a known probability distribution
p(a) that is everywhere less than some other function f(2). The transformation method is first used to
generate a random deviate z of the distribution f (compare Figure 7.2.1). A second uniform deviate is
used to decide whether to accept or reject that 2. If it is rejected, a new deviate of f is found; and so on.
The ratio of accepted to rejected points is the ratio of the area under p to the area between p and f.
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Markov chain Monte Carlo (MCMC)

Markov chainisakind of stochastic process
—  Theoutcome of each trial belongsto afinite set, called the state space.
—  Theoutcome of each trial depends only on the outcome of the previous one.

A markov chain is defined once we know Transition matrix, T, whose entries give transition probability from
one state to another.

Initial probability, p @ , specifies each outcome s probability at the first trial.
Stationary MC: transition matrix is time independent.
E.g., our CIS Computer system is either up or down

u d
T=[06 04] u
[03,07] d
And thefirst day it is equally to be either up or down, namely,
u d
p© =(05,05)

What about the following days?
p®=pO T=(0.45,0.55)
p@=p®T=p©TT=(0.435, 0.565)

p=lim,_,p®© Tt =(0.4286, 0.5714)

The limiting distribution p shall satisfy the following equation (called eigenvalue equation):
p=pT, orexplicitly, p,=Z;,Pm Tmn

If p isour desired distribution, we like to find theright T so we can run a sampling which would give distribution
p.
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Metropolis algorithm for MCMC (1953, among top ten greatest numerica al gorithms of the 20th century)

Given p, transition matrix T is built as:

mn= 8mn when p, > p,, and m#n
mn™ 8nn (Pn/Prm) Whenp,<p,, andm#n
=1-

mm m#n | mn

— A

where ais asymmetrical stochastic matrix.

Why does this work?

Since matrix ais symmetric, it givesequa chance for switching from mto n and vice versa
But, since thefind distribution p isnot uniform among dl states, aratio (p, ) isintroduced to

/p,
favor atransition from alesslikely state to amore likely state. Rigorous prBo’rJn using detailed balance
isavailable in the text.

Note: One other advantage with MCM C is that we don’t even need to know p, but rather the ratio

gf vo;rg,sb:éyau%ggtc;y:i ng p itself requiresto ca culate the normaization factor X, p,, whichis not
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Hidden Markov models

A Markov chain of states

» At each state, there are a set of possible
observations

* Eg.,

0.05
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» Three major problems
— Most probable state path: the Viterbi algorithm
— The likelihood: the forward algorithm
— Parameter estimation for HMMs- the training:

* Baum-Welch
e Viterbi
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