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Genetic networks and gene
expression data
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Gene Networks

» Definition: A gene network is a set of molecular components, such
as genes and proteins, and interactions between them that collectively
carry out some cellular function. A genetic regulatory network refers
to the network of controls that turn on/off gene transcription.

» Motivation: Usingaknown structure of such networks, it is
sometimes possible to describe behavior of cellular processes, reveal

their function and the role of specific genes and proteins
* Experiments

— DNA microarray : observe the expression of many genes simultaneously
and monitor gene expression at the level of MRNA abundance.

— Protein chips: the rapid identification of proteins and their abundance is
becoming possible through methods such as 2D polyacrylamide gel
electrophoresis.

— 2-hybrid systems: identify protein-protein interactions
¢ (Stan Fields' lab http://depts.washington.edu/sfields/)
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Genes Message _ | proteins— Fung:tion/ ., Other
(DNA) (RNA) Environment Cdlls
| Regulation
CISC889, S04, Lec20, Liao 3
Operon

I I R A ¢

|P1] lacl [ P2] lacZ |lacY [lacA |

RNA lacl &Jppre%j
polymerase orotein] - N ~
|P1] lacl | P2] lacZ [lacY [lacA ]

RNA polymerase l+ l + l +

|P1] lacl | P2] lacZ |lacY [lacA |

CISC889, S04, Lec20, Liao

lac operon on E. coli

Repressor protein
coded by lacl,
bind to P2
preventing
transcription of
lacZ, lacY and
lacA

Lactose binds
with lacl,

allowing RNA
polymerase to
bind to P2 and
transcribe the

structural genes
4




Genetic Network M odels

— Linear Modél: expression level of anodein anetwork depends on
linear combination of the expression levels of its neighbors.

— Boolean Model: The most promising technique to date is based on
the view of gene systems as a logical network of nodes that
influence each other's expression levels. It assumes only two
distinct levels of expression - 0 and 1. According to this model a
value of anode at the next step is boolean function of the values of
its neighbors.

— Bayesian Model: attemptsto give a more accurate model of
network behavior, based on Bayesian probabilities for expression
levels.
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Evaluation of Models
— Inferentia power
— Predictive power
— Robustness
— Consistency
— Stahility
— Computational cost
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Linear models

All network models can be represented in the
following generalized differential equation:
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or difference equation of similar form:
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with the following (biological) interpretations:
g(-): monotonic regulation-expression (activation) function
(1), x;t]: gene expression of gene ¢ at time instance ¢.
;2 Tate constant of gene 1.
W2 strength of control of gene j on gene ¢
ux(t), ugt]: k-th external input at time instance ¢.
Vig:  influence of the A-th external input on gene 4.
B;:  basal expression level of gene i.
Aii  degradation constant of the é-th gene expression product.
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Comparative study of different linear modes
by Wessdls, van Someren, and Reinders

Method Pre-Processing Structuring Inference

Mjolsness "00 - EM-Clustering SA
Spirov 97 - - GA+SA+GD

Wahde 99 - - GA
Weaver '99 Normalization - De-scuashing +

LR

Someren 00 Normalization + | Hierarchical LR

Thresholding Clustering
D*Haeseleer '99 Interpolation - LR

Table 2: Methodology to infer parameters. EM = Expectation Maximization, SA = Simu-
lated Annealing, GA = Genetic Algorithm, GD = Gradient Descent, LR = Linear Regression
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Comparative study of different linear modes
by Wessdls, van Someren, and Reinders
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Boolean Networks: An example
W Xl omom
1 | 1 0 0 1: induced
L . b 0: suppressed
1 = 0 0 P2 PP
i { 8 | hix] -: forced low
e +: forced high
Interpreting data Reverse Engineering
x1[1 010 M o=
Xl =
1100 X2 t= X0 xl
x3[0010 %3 = xl 1
A A directed graph struciure with B The truth fable © The logic aquations for sach node

numbesed nodes conneclad by sdgas
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{shown for node 3 anly)
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Boolean networks: A Predictor/Chooser scheme

v |
Expressio (will give (give the new || EXpression
network) method)
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I nference and Experimental Design

* Predictor-chooser strategy of reverse engineering

— The predictor: infer the network architecture

« For each node (gene), build sets Sij of al other nodes whose expression levels
also differs between the two rows (i, j).

» For each node, identify Smin, the smallest set, that isable to explain the
observed differences over all pairs of rows (i, j) and has at least one nodein
Smin coming from each set Sij.

 For each node, build a truth table using the levels of genes and/or stimuli in
Smin by taking relevant levels directly from the Expression Matrix.

— The chooser: design new experiments
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Predictor

» A population of cells containing atarget genetic network T
ismonitored in the steady state over a series of M
experimental perturbations.

* In each perturbation p,, (0 < m< M) any number of nodes
may be forced to alow or high level.

’rtl ‘rj ‘t: "C\‘
1 1 1 0 P «— Wild-type state
- 1 0 1 P,
E= 1 - 0 0 P -: force low
1 1 = 1 P
1 1 1 + P, +: force high

Figure 2: Example expression matrix
generated from the genetic network in fig. 1.
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Step 1. Find al pairs of rows (i, j) in E in which the
expression level of x, differs, excluding rows in which a,
was itself forced to a high or low value.

F 7 1 0 s For x3, we find:
- 1 0 1 P;
. 1 = 5 N (PO,p1),
1 - Lo (PO, p3),
1 1 1 + P
(P1,p2),
Figure 2: Example expression matrix (p2'p3)

—

generated from the genetic network in fig.
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Step 2 For each (i,j), §; contains nodes that also differ
between rowsi and j. Find the minimum set S;,,, which is
the smallest set of nodes S, required to explain the
observed differences over al pairs of rows (i, j), such that
a least one node in Sy;, is present in each every set §;

- B N Step 1 Step 2:
P T T A O LIRS e
Lo [0 (0, pa)->S)
(pL.p2), (p1,p2)-> Sp,={ X, X1}
W Pk o i o ) (PZ.p3) (P2,p3)->S,5={x,)

So, now the S, iIs{X;, X5}
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Step 3. usethenodesin S, asinput, X, as output, build truth
table to find out f,, (In this example, n=3)

Now the S, is{X;, X,}

% %
TS D B ) X1 1010
1 0 1 P
E=|1 - 0 o |p
L1 - 1 |n X, 1100
S N B )
X3 0*10

Figure 2: Example expression matrix
generated from the genetic network in fig. 1.

Sof; = 010
* cannot be determined
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Chooser

For L hypothetical equiprobable networks generated by the
predictor, choose perturbation p that would best
discriminate between the L networks, by maximizing
entropy H,, as defined below.

Hp=- 2% (I4L) log, (I4L)

where | is the number of networks giving the state s
Note: (1<s< S),and (1= S<L)
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Result and Evaluation

e Evaluation of Predictor

¢ construct atarget network T: size = N, and maximum in-degree = k (where the
in-degree of anodeisits number of incoming edges)

¢ sensitivity isdefined as the percentage of edges in the target network that were
also present in the inferred network, and specificity is defined as the
percentage of edgesin the inferred network that were also present in the target

network. ) . )
A B e D E F G H 1 J
. Total Sim. Num. Inferred Total Num: Sens- Spec- Nuam: C,PU
N k Inferred Shared _. . .. - Nodesw/ Time
Edges Networks itivity ificity

Edges Edges 1 Soln. (sec)

5
10

2 4 (0.1) 1(.02) 3(0.1) 301 7% 9% 5 (0.0) 0.1 (0.0)
2 12(0.1) 60 (50) 9 (0.1) 9 (1) 71% 95% 9 (0.1) 0.1 (0.0)
20 2 27(0.2) 3x107(10)  21(0.2) 19(0.1)  71%  92% 18 (0.1) 0.2 (0.0)
50 2 72 (0.2) 110" (107) 57(03)  51(03)  71%  90% 45(02) 08 (0.0)
100 2 146(0.7)  3x107(10%) 119(0.9) 104(0.7) 70%  88% 89 (0.5) 6.6 (0.3)
4
6
8

20 44.(0.3) 2x10°(10°)  28(0.3) 23(0.2) 51% 84% 16(0.1) 0.2 (0.0)
20 57(0.5) 2x107(107)  33(0.3) 27(0.2) 42%  82% 14(02) 0.2 (0.0)
20 69 (0.7) 9x107(10°)  38(0.4) 31(0.3) 35% 8% 13(02) 0.2 (0.0)
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Result and Evaluation

* Evaluation of Chooser

* Randomly generated target network T (N=20, k=4, 24 edges) was
simulated in the wild-type state and under N single-node perturbations
expression matrix E. Eight parsimonious networks were obtained, all

with 21 edges.

« To discriminate between these networks, the chooser was used to
select, from the set of all double perturbations, a double perturbation
which had maximum score H,, over the eight networks.

« Thisprocess of choosing double perturbations was repeated iteratively
until only asingle network wasinferred identical to T in this case.
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Result and Evaluation

o
N, AR s 8
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—o— Specificty (%)

&) —4— Num. of Inferred Edges
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Figure 3: Progress through experimental design

10 2‘(“ 3“.‘ 4“3 5“4 E‘C V"J y“ B‘U 100
Number of Nodes N
Figure 4: Average number of perturbation

experiments vs. network size N for k=2,
with bars indicating standard error.
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Discussions

Incorporate pre-existing information
Boolean to multi-levels

Cyclic networks

Noise tolerance
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