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Support Vector Machines |

The metholodogy
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Terminologies

An object x is represented by a set of m attributes xi, 1< i
<m.

A set of ntraining examplesS={ (X;, Y1), ---,» (X, Yn)}
wherey; is the classification (or label) of instance x;.

— For binary classification, y; ={ -1, +1}, and for k-class
classification, y; ={1, 2, ... ,k}.

— Without loss of generality, we focus on binary classification.
The task isto learn the mapping: x; — ;
A machineis alearned function/mapping/hypothesis h:
X - h(x, a)
where a stands for parameters to be fixed during training.
Performance is measured as

E=(V2n)X i1 o0 lyi- h(X;, )
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Linear SVMS: find ahyperplane (specified by normal vector w and
perpendicular distance b to the origin) that separates the positive and negative
examples with the largest margin.

Marginy 5. o) w-x,+b >0 ify =+1

w-x;+b <0 ify,=-1

An unknown x is classified as
sign(w - x +b)

Separating hyperplane
(w, b)

Origin
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Rosenblatt’s Algorithm (1956)

n; //isthelearning rate
W,=0;b,=0;k=0
R= MaX 3 ci<n ”Xi ”

error = 1, // flag for misclassification/mistake
while (error) { // aslong as modification is made in the for-loop
error = 0;

for (i=1ton){
if (y, (<w, -x>+Db )<0) // misclassification
W, =W, + Ny, X [/ update the weight
b =b+ny; R? [/ update the bias
k=k+1
error = 1;

}

return (w,, b,)  // hyperplane that separates the data, where k is the number of

/I modifications.
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Questions w.r.t. Rosenblatt’s algorithm
— Isthe agorithm guaranteed to converge?
— How quickly doesit converge?

Novikoff Theorem:

Let Sbeatraining set of szenand R=max ; ;. [I X ||- If
there exists a vector w* such that |w*|| =1 and

yi (W* - x) 2,
for 1 <i < n, then the number of modifications before
convergenceis at most

(R/'y)>
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Proof:
Lo W W* =W Wy X - We 2w, - W +ny
WeW*>tny
2. W P=1weg IP+2nY; X - wey + 021 % |
< [[weq IP+N2 % 1P
<|weq [P +n2 R
lw, [P < tn R2
3. VtnR[w*||zw,-w*=tny
t< (RIY)2

—  Without loss of generality, the separating plane is assumed to pass the
origin, i.e., no bias b is necessary.

- ;I’hﬁ I%arning rate n seems to have no bearing on this upper bound.
why?

—  What if thetraining datais not linearly separable, i.e., w* does not
exist?
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Larger marginis preferred:
* converge more quickly

* generalize better
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Dual form
» Thefina hypothesisw is alinear combination of the
training points:
W =2 izt t0n O YiX;
where a; are positive values proportional to the number of

times misclassification of x; has caused the weight to be
updated.

» Vector a can be considered as aternative representation
of the hypothesis; a; can be regarded as an indication of
the information content of the example x;.

» The decision function can be rewritten as
h(x) =sign (w - X + b)
=8gn( (X j=110n &) YjX))- X + b)
=SigN( X j=110n &) Y; (X X) + b)
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Rosenblatt’s Algorithm in dual form
a=0;b=0
R= maxlsisn ”Xi ”

error = 1; // flag for misclassification
while (error) { // aslong as modification is made in the for-loop
error = 0;
for (i=1ton){
if (Y, Cim0n 9 Y (- x) + ) <0){  // misclassification
o,=a;+ 1 [/ update the weight
b=b+ y;R? // updatethebias
error = 1,

}

}
return (a, b)  // hyperplane that separates the data, where k is the number of
/I modifications.

Notes:
— Thetraining examples enter the algorithm as dot products (x;- x;).

— 0 isameasure of information content; x; with non-zero information content (0t; >0) are called
support vectors, as they are located on the boundaries.
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Relationship to linear perceptrons

X, X=1 Activation

W, \W, function
: LWx| glo J
" }/ Input output

Xy function

Output

Input links

* Linear SVMs are amost identical to linear perceptrons

* They differ from each other when are generalize to handle non
linear cases.
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Non-linear mapping to afeature space

(O]
° o o @ .
° " @
O " e O °
o . e oL o
o o [ ] OO 0O °
o ® o -
O oo
O\. o kY Y
e o
o -2

CISC889, S04, Lecl7, Liao 11

Nonlinear SVMs

Input Space Feature Space
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Kernel function for mapping

* For input X= (x4, X)), K(X,Y) = ®(X) - d(Y)
Define map ®(X) = (X;X,, _
V2%, X5, X5Xy). = (XX V2 XX XoX9) (V1 Y1, V2 VY2 Y2 )

* Define Kerndl function as
K(X,Y) =(X:Y)2

e IthasK(X,Y) = ®(X) - = (X1Y1 + XY2) (Xyq + XoY5)

= (X XqY1Y1 + 2% X0Y1Y5 + XoXoY oY)

o(Y) _ ,
 Wecan computethe = (o %) - (1, ¥2))

scalar product in feature = (X-Y)?

space without computing

®.
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Mercer’'s condition

Since kernél functions play an important role, it isimportant
to know if akernel gives dot products (in some higher
dimension space).

For akernel K(x,y), if for any g(x) such that | g(x)2 dx is
finite, we have

[K(y)gx)g(y) dx dy >0,
then there exist a mapping ® such that
K(x,y) = ®(x) - D(y)
Notes:
1. Mercer's condition does not tell how to actualy find @.

2. Mercer’s condition may be hard to check since it must hold for
every g(x).
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More kernel functions

some commonly used generic kernel functions
— Polynomial kernedl: K(x,y) = (1+x:y)P
— Radia (or Gaussian) kernel: K(x,y) = exp(-|x-y||%/26?)

Questions: By introducing extra dimensions (sometimes
infinite), we can find alinearly separating hyperplane. But
how can we be sure such a mapping to a higher dimension
space will generalize well to unseen data? Because the
mapping introduces flexibility for fitting the training
examples, how to avoid overfitting?

Answer: Use the maximum margin hyperplane. (Vapnik
theory)
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w-X,+b =+1

w-x+b=-1

y =Yl (x, - wiwlly) - (x_ - wi|jwll;) ]
= Ulwll,

Therefore, maximizing the geometric margin y is equivalent to minimizing
[Iw]l,, under linear contraints.

Min,, <w-w>

subjecttoy, <w - x;>+b =21fori=1,...,n
Lagrangian Theory
Quadratic programming optimization problem

... guaranteed to converge to the global minimum because of its being
aconvex

Note: advantages over the artificial neural nets
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Advanced I ssues
— Soft margin
 Allow misclassification, but with penalties

— Multiclass classification

* Indirect: combine multiple binary classifiersinto a
single multiclass classifier

* Direct: generalize binary classification methods
— SVM Regression
— Support vector clustering by Ben-Hur et a
(2001)
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