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CISC 889 Bioinformatics
(Spring 2004)

Phylogenetic Trees (II)

Character-based methods
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Parsimony
– Based on sequence alignment. 

– Assign a cost to a given tree

– Search through the topological space of all trees for the best tree: 
lowest cost.

For example, given an alignment of four sequences
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and use the number of mutations as a measure of cost, then the leftmost tree is the best tree.
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Algorithm: traditional parsimony [Fitch 1971]

// given an alignment A, and a tree T with leave labeled.
// each position in A is treated independently

C = 0;   // the total cost

for (u = 1 to |A|)  {                               // u is the position index into the alignment A

initialization:
set Cu = 0 and k = 2n -1  // Cu is the cost and k is the node index 

recursion: to obtain the set Rk // contains candidate residues assigning to node k
if k is leaf node:

set Rk = xu // residue at position u
else

compute Ri, Rj for the daughter nodes i, j of k
if (Ri ∩ Rj)is not empty: 

set Rk = Ri ∩ Rj
else

set Rk = Ri∪ Rj
Cu = Cu + 1

termination: C = C + Cu
}

minimal cost of tree  = C.
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Trackback phase:

– Randomly choose a residue from  R2n-1 and proceed down the tree.

– if a residue is chosen from the set Rk

• Choose the same residue from the daughter set Ri if possible, 
otherwise pick a residue at random from Ri.

• Choose the same residue from the daughter set Rj if possible, 
otherwise pick a residue at random from Rj.

For example,
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Traceback cannot find 
this tree, though it is 
equally optimal as the 
other two trees.
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Algorithm: Weighted parsimony [Sankoff & Cedergren 1983]

// given an alignment A, a tree T with leave labeled, and a substitute matrix S.
// each position in A is treated independently

C = 0;   // the total cost

for (u = 1 to |A|)  {     // u is the position index into the alignment A

initialization:
set k = 2n -1  // k is the node index, currently pointing to the root

recursion: Compute Sk(a)   // the minimal cost for assigning residue a to node k
if k is leaf node:

if a = xu
k   then  Sk(a) = 0

else Sk(a) = ∞

else    // k is not a leaf node
compute Sj(a), Sj(a) for all a at the daughter nodes i, j of k
set Sk(a) = minb [Si(b) +S(a,b)]   + minb [Sj(b) +S(a,b)] 
set lk(a) = argminb [Si(b) +S(a,b)],  rk(a) = argminb [Sj(b) +S(a,b)].  // for traceback

termination:
C = C+ mina S2n-1(a).

}

minimal cost of tree  = C.
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• Both algorithms run in O(nm), where n is number of sequences and m is the 
sequence length in terms of number of residues.

• Weighted parsimony, when using S(a,a) = 0 for all a and S(a,b) = 1 for all a �
b, gives the same cost as that for the traditional parsimony.

• Traceback in weighted parsimony can find assignments that are missed in the 
traditional parsimony.

• The cost from the traditional parsimony is independent of the position for the 
root node.  Therefore, the cost can be computed using unrooted trees.

• Still the number trees to search using parsimony grows huge as the number of 
leaves increases.  It is proved that finding the parsimonious tree is an NP-hard 
problem.

• Branch-and-bound
– Guarantee to find the optimal tree
– Worse-case complexity is the same as exhaustive search.
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Assessing the trees: the bootstrap

• “Plug-in”  sampling with replacement
– Given an alignment of, say, one hundred bps.
– Randomly select one column from the original 

alignment as the first column, and repeat this process 
until one hundred columns are selected forming a new 
alignment.

– Use this artificially created alignment for parsimony 
analysis, a new tree is found.

– Repeat this whole process many times (say 1000).  
– The frequency with which a chosen phylogenetic

feature appears is used as a measure of the confidence 
we have in this feature.
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Hills & Bull (1993)
• Monophyletic group: the set of all leaves that are descendants of an 

internal node in a phylogenetic tree. 
• Precision: measure of the inherent variability in the reconstruction 

method being employed.
• Repeatability: the extent to which independent samples of the same 

size and from the same evolutionary process will all estimate the 
monophyletic group of interest.

• Accuracy: the probability that an predicted monophyletic group is a 
real monophyletic group.

• Precision is different from repeatability of samples
• Bootstrap estimates are biased and often quite conservative.
• If a probabilistic mode exists, the bootstrap frequency of a 

phylogenetic feature F can be shown to approximate the posterior 
distribution P(F|data). 
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Software packages and databases 
for phylogenetic trees

• Phylip by Felsenstein
(http://evolution.genetics.washington.edu/phylip.html)

• PAUP (http://paup.csit.fsu.edu/)

• MacClad (http://macclade.org/macclade.html)

• TreeBase (http://www.treebase.org/treebase/)


