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CISC 636 Computational Biology & 

Bioinformatics 

(Fall 2016) 

 

Systems biology: Gene 

expressions profiling and 

clustering  



Typical expression profiles 
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Russ Altman 



Hierarchical clustering 

4 CISC636 F16, Lec20, Liao 



CISC636 F16, Lec20, Liao 5 

Hierarchical clustering 

Russ Altman 
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Russ Altman 



Effects of various metrics for measuring distance 
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dx,y =   (xi – yi)
2 
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Pearson correlation coefficient 

For a population 

For a sample 

Pearson distance: 



Effect of different clustering schemes 

Single linkage 

Complete linkage 

centroid 

 

          level 

case1: 2.0 

case 2: 2.2 

case 3: 5.5 

case 4: 7.0 

case 5: 7.4 
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Courtesy of Sun Kim 
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Courtesy of Sun Kim 
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Courtesy of Sun Kim 
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Courtesy of Sun Kim 
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Fuzzy k-means clustering 

Fuzzy membership: Each data point x has some 
probability to belong to a cluster w (centered at u). 

P(w|x) 

 

The probabilities of cluster membership for each 
point are normalized 

 i = 1 to k P(wi|xj) = 1 for j = 1, …, n         (1) 

 

 Cluster cost: 

J =  i = 1 to k  j = 1 to n [P(wi|xj)]
b ||xj – ui||

2.     (2) 
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Condition for minimum cost: 

 

 J/ ui = 0 

ui = ( j = 1 to n [P(wi|xj)]
b xj)/( j = 1 to n [P(wi|xj)]

b ) 

                                                                        (3) 

Update posterior probability as 

 

P(wi|xj) = (1/dij) 
1/(b-1) / r=1 to k (1/drj) 

1/(b-1)      (4) 

where dij = ||xj – ui||
2. 
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Fuzzy k-means clustering algorithm 

 

initialize u1,…, uk 

 normalize P(wi|xj) by eq(1) 

 do recompute ui  for i = 1 to k by eq(3) 

  recompute P(wi|xj) by eq(4) 

 until small change in ui and P(wi|xj)  

return u1,…, uk. 
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Classical k-means is a special case when 

membership is defined as 

 

P(wi|xj) = 1    if ||xj – ui|| < ||xj – ui’|| for all i’ i. 

             = 0    otherwise. 
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Separating hyperplane 

(w, b) 

Margin  

Origin 

w 

b 

w · xi + b  > 0  if yi = +1 

w · xi + b  < 0  if yi = 1 + 

 

An unknown x is classified as 

sign(w · x + b) 

Support vector machine (SVM) 



Application of SVM classification 
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