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Abstract

Transparent gas flows are difficult to reconstruct: the
refractive index field (RIF) within the gas volume is uneven
and rapidly evolving, and correspondence matching under
distortions is challenging. We present a novel computation-
al imaging solution by exploiting the light field probe (LF-
Probe). A LF-probe resembles a view-dependent pattern
where each pixel on the pattern maps to a unique ray. By
observing the LF-probe through the gas flow, we acquire a
dense set of ray-ray correspondences and then reconstruct
their light paths. To recover the RIF, we use Fermat’s Prin-
ciple to correlate each light path with the RIF via a Partial
Differential Equation (PDE). We then develop an iterative
optimization scheme to solve for all light-path PDEs in con-
junction. Specifically, we initialize the light paths by fitting
Hermite splines to ray-ray correspondences, discretize their
PDEs onto voxels, and solve a large, over-determined PDE
system for the RIF. The RIF can then be used to refine the
light paths. Finally, we alternate the RIF and light-path
estimations to improve the reconstruction. Experiments on
synthetic and real data show that our approach can reliably
reconstruct small to medium scale gas flows. In particular,
when the flow is acquired by a small number of cameras,
the use of ray-ray correspondences can greatly improve the
reconstruction.

1. Introduction
Accurately reconstructing transparent phenomena such

as fluid wavefronts and gas flows remains as one of the most
challenging problems in computer vision. The challenges
are multi-folded. First, unlike opaque objects, transparent
objects do not have their own images: they borrow appear-
ance from nearby objects. Therefore traditional shading or
texture based reconstruction solutions are not directly ap-
plicable. Second, compared with static transparent objects,
transparent gas flows are even more difficult to reconstruct
since the refractive index field (RIF) within the gas volume
is uneven and rapidly evolving, introducing large image dis-
tortions. Finally, the acquisition system needs to be 1) non-
intrusive to avoid affecting the dynamics and 2) portable to
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Figure 1. We acquire ray-ray correspondences to first estimate
their light paths and then use them to recover the refractive index
field (RIF) of the gas volume.

support on-site acquisition.
Most previous approaches are based on establishing

point-pixel correspondences. Usually, a known reference
pattern is placed near the transparent surface and robust
tracking is applied to establish correspondences between a
feature point on the pattern and its image in the camera. One
then sets out to find the optimal surface that best match-
es the acquired correspondences. It is well-known that
point-pixel correspondences are under-constrained even for
single reflection or refraction. To resolve this ambigui-
ty, additional constraints such as the planarity assumption
[11, 15, 21], surface smoothness prior [25], surface in-
tegrability constraints [27], and most recently multi-view
constraints [4, 20] need to be imposed. The seminal work
of Atcheson et al. [2] uses 16 synchronized camcorders to
capture the distorted wavelet noise patterns placed sever-
al meters away from the target flow. It then uses Back-
ground Oriented Schlieren (BOS) to measure deflections
and applies tomographic reconstruction for recovering the
gas flow. Their solution aims to reconstruct relatively large
scale flows and their system tends to be bulky. We, in
contrast, present a portable solution for acquiring small to
medium scale gas flows.

Our solution exploits the light field probe (LF-Probe)
[28, 29] which serves as a view-dependent reference pat-
tern. A LF-probe, in essence, is an “inverted” light field
camera [22] where each pixel on the pattern maps to a
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unique ray. By acquiring the LF-probe through reflection-
s/refractions, one can establish ray-ray correspondences,
i.e., a pattern ray from the LF-probe will be mapped to a pix-
el ray in the camera, as shown in Fig. 1. Recent studies have
shown that ray-ray correspondences greatly benefit specu-
lar surface reconstruction. For example, assuming single
refraction through uniform media, Wetzstein et al. [29] and
Ye et al. [30] use ray-ray correspondences to infer surface
heights and normal fields of 2D dynamic wavefronts. We
demonstrate how to use ray-ray correspondences for infer-
ring light paths [16] through the RIF within the gas volume.

Under Fermat’s Principle, each light path corresponds
to the shortest Optical Path Length (OPL). By using varia-
tional method, we show that each light path and the RIF is
related via a Partial Differential Equation (PDE). We then
develop an iterative optimization scheme to solve for all
light-path PDEs in conjunction. Specifically, we initialize
the light paths by fitting Hermite splines [8] to ray-ray cor-
respondences, discretize their PDEs onto voxels, and solve
a large, over-determined PDE system for the RIF. The RIF
can then be used to refine the light paths. Finally, we alter-
nate the RIF and light-path estimations to improve the re-
construction. Experiments on synthetic and real data show
that our approach can reliably reconstruct small to medium
scale gas flows. In particular, when the flow is acquired by
a small number of cameras, the use of ray-ray correspon-
dences can greatly improve reconstruction quality.

2. Related Work

Reconstructing transparent objects/phenomena such as
fluids and gas flows is an important problem to oceanog-
raphy and fluid mechanics and has recently attracted much
attention from computer vision.

Static Reflective and Refractive Surfaces. Earlier ap-
proaches [3] have focused on modeling variations of re-
flection highlights for recovering surface geometry and re-
flective properties. Sankaranarayanan et al. [24] use point-
pixel correspondences to first estimate the specular flow and
then apply quadric approximations to recover mirror-type
surfaces. A common issue in point-pixel based solutions is
ambiguity: a pixel corresponds to a ray from the camera
while the specular surface can lie at any position along
the ray. Tremendous efforts have been focused on adding
additional constraints [15, 21, 25, 27] for resolving this am-
biguity. Bonfort and Sturm [4] use images captured by mul-
tiple calibrated cameras to reconstruct specular surface via
space carving. Kutulakos and Steger [16] discover that by
analyzing the piecewise linear light paths in homogeneous
refractive medium, one can view surface reconstruction as
a generalized triangulation problem. Their work showcases
the usefulness of light paths. In this paper, we demonstrate
using non-linear light paths for recovering inhomogeneous

refractive media.

Transparent Wavefronts. The problem of acquiring dy-
namic wavefronts is relatively new to computer vision.
Morris and Kutulakos [20] track the corners of a checker-
board pattern over time in a stereo camera setting and then
impose the refractive disparity constraint to iteratively solve
for surface heights and normals. In a similar vein, Ding et
al. [10] construct a camera array system to obtain multi-
view point-pixel correspondences. Robustly tracking fea-
ture points, however, can be challenging as the observed
image can exhibit severe distortions and motion blurs. Ye
et al. [30] point out that to robustly recover light paths,
it is important to establish ray-ray correspondences. For
example, they propose using Bokode [19], a special pinhole
projector, to acquire ray-ray correspondences for directly
recovering fluid surface normals. Closest to our approach,
Wetzstein et al. [29] replace the conventional checkerboard
pattern with a LF-probe with 4D spatial and angular coding
to obtain more accurate ray-ray correspondences. We study
non-linear light paths using ray-ray correspondences.

Gas Flows. One of the most challenging transparent ob-
jects is 3D gas flows. In mechanical engineering, the widely
adopted solution is Schlieren photography. Schardin [26]
uses a knife edge to partially block rays proportional to
their refracted directions to visualize dynamic gas flows,
refractive solids, and shock waves. The original Schlieren
photography, however, aims to visualize rather than recon-
struct flows. Howes [12] modifies the traditional Schlieren
to conduct quantitative evaluation of refractive index dis-
tribution by encoding the hue. Dalziel et al. [7] propose a
much simpler and inexpensive solution called Background
Oriented Schlieren (BOS) that images the refractive me-
dia via the distortion of a high-frequency background. It
then calculates per-pixel deflection vectors using the optical
flow. This class of methods [23, 18] can acquire the shifts
of pattern positions due to refractions but not directions.
The 3D tomography technique by Atcheson et al. [2] cap-
tures distorted wavelet noise patterns through the gas vol-
ume from multiple viewpoints. It then measures deflections
caused by gas refraction to correlate the incident ray (i.e.,
from the camera) to the exit point (i.e., the feature point
on the background pattern). The ray-point correspondences
work well for distant patterns (e.g., around 3 meters in their
experiments) and is suitable for acquiring large scale gas
flow. We develop a low-cost, portable solution for acquiring
gas flows of small to medium scales.

3. Acquisition System
3.1. Light Field Probe (LF­Probe)

The core of our approach is to acquire ray-ray corre-
spondences using the LF-probe [28, 29]. A LF-probe, as
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Figure 2. The LF-probe. Left: The assembly of a LF-probe. Right:
Each pattern pixel maps to a unique ray.

shown in Fig. 2, can be viewed as an “inverted” light field
camera Lytro (www.lytro.com). In Lytro, a microlenslet
array is placed in front of the camera sensor to acquire the
4D light field, where the sensor-lens distance is identical
to the microlens’ focal length. Each microlens serves as
a virtual pinhole camera and the lenslet array serves as a
camera array. The LF-probe keeps the same design except
replacing the sensor with a specially designed color pattern.
Uniform backlight is then used to illuminate the pattern and
each pixel on the pattern maps to a unique ray.

To obtain a dense set of correspondences, similar to
[28, 29], we use color-coded pattern to encrypt the 4D ray
positions and directions emitted by the probe. In particular,
we use a combination of horizontal red gradient and vertical
blue gradient behind each microlens to discriminate rays of
different directions. The red/blue gradients are identical for
each microlens unit. To determine 2D positions, we use the
variation of green channel. We first discretize the position to
blocks based on mircolenses by assuming the block behind
each mircolens has the same position as the center of the
lens. We then randomly choose the green intensity for each
block to form a random noise pattern as a whole. To find
out the position shifted due to refraction, we perform optical
flow between the refracted pattern and the original one on
the green channel to estimate the deflection vectors. In
this way, by matching color in the captured image, we can
directly acquire the positions and directions of rays emitting
from the LF-probe.

3.2. System Setup

Fig. 3 shows our gas flow acquisition system. We place
3 LF-probes to surround the target gas flow and 3 syn-
chronized cameras to capture the corresponding LF-probe
through the gas volume. Our goal is to first acquire a dense
set of correspondences between rays entering the gas vol-
ume and the ones exiting the volume and then use these
incident-exit ray pairs for estimating the light paths and the
RIF.

Calibration. In order to reliably correlate the incident-
exit ray pairs, we conduct two calibration procedures, one
between each LF-probe and its viewing camera and the sec-
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Figure 3. An illustration of our gas flow acquisition system.

ond between cameras. As discussed in Sec. 3.1, we deter-
mine ray-ray correspondences via color matching. There-
fore we first calibrate colors between the printed LF-probe
pattern and the observed image. To do so, we mount the
LF-probe on a rotation table and then capture images of the
probe at different viewing angles, as shown in Fig. 4(a). An
additional checkerboard pattern is placed next to the probe
for measuring the orientation of the probe w.r.t. the camera.
Once we determine the direction β of a ray collected by
the camera and the angle α between the probe’s normal and
the camera’s principal axis, we can then compute the ray’s
direction as γ = α + β, as shown in Fig. 4(b). For each
lenslet within the probe, we obtain a curve between each
RGB channel and the directions (decomposed into verti-
cal and horizontal components). A sample curve from a
specific lenslet is shown in Fig. 4(c). By matching colors
of red/blue channels for each lenslet, we can map each
observed pixel to an incident ray direction. To determine
the incident ray’s origin, we use a random noise pattern on
the green channel so that we can associate a patch of pixels
with a location. We obtain the ground truth by acquiring the
LF-probe without any gas flows. When capturing the gas
flows, we then use the optical flow for tracking the pattern.

Calibrating the exit rays is equivalent to calibrating the
camera intrinsics and we directly apply Zhang’s algorithm
[31]. Calibration between cameras is more challenging.
Notice each viewing camera has a narrow Field-of-View
(FoV) in order to capture a high resolution image of the LF-
Probe. Therefore, the view frustums of the three cameras
barely overlap. To resolve this issue, we place three addi-
tional cameras between the viewing cameras and conduct
pair-wise camera calibrations. Once we finish the calibra-
tion process, each camera is able to acquire a dense set of
ray-ray correspondences w.r.t. the LF-probe. For the rest of
paper, we use (Pin, d⃗in) to represent rays emitting from the
LF-Probes (the incident rays) and (Pout, d⃗out) for the rays
entering the camera (the exit rays) as shown in Fig. 1, where
P and d⃗ are the origin and direction of a ray respectively.
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Figure 4. We use a rotation table (a) to calibrate ray directions (b)
by matching observed colors to the color calibration curves (c).

4. Volumetric Gas Reconstruction

Given a dense set of ray-ray correspondences across the
gas volume, our goal is to recover the RIF that best matches
these correspondences. Previous approaches conduct light-
path analysis via the Eikonal Equation [13, 14]. We in-
stead derive how RIF is correlated with the light path using
Fermat’s principle: the light always travels along the path
with the shortest Optical Path length (OPL) [5]. Assuming
an arbitrary path c, the OPL S of c is computed as the
weighted path length w.r.t. the refractive index n at every
point p(x, y, z) (or voxel in the discrete case) on the path c:

S =

∫
c
n(p)ds (1)

We can further parameterize p(x, y, z) as function of the
time t that light reaches (x, y, z) as p(x(t), y(t), z(t)), then
we have:

S =

∫
c
Ldt, L = n(p)

√
x2
t + y2t + z2t (2)

where xt =
∂x
∂t , yt =

∂y
∂t , zt =

∂z
∂t and n(p) is the refractive

index at p. L is often referred to as the optical Lagrangian
[17].

Our goal is to solve for both the light path c and the
RIF n. Base on the Fermat’s Principle, each light path c
corresponds to the shortest OPL. In the context of calculus
of variations, this can be written as δS = 0 or:

δ

∫
c
Ldt = 0 (3)

4.1. RIF Estimation
If we have the light paths, we can then estimate the RIF.

By Eqn. 3, L should satisfy the Euler-Lagrange equation:(
∂L

∂x
,
∂L

∂y
,
∂L

∂z

)
=

d

dt

(
∂L

∂xt
,
∂L

∂yt
,
∂L

∂zt

)
(4)

Let us only consider the x component. By substituting L
of Eqn. 2 into Eqn. 4 and changing the order of derivatives,
we have:

∂n(p)

∂x

√
x2
t + y2t + z2t =

d

dt
(n(p)

xt√
x2
t + y2t + z2t

) (5)

Recall that xt/
√

x2
t + y2t + z2t is the x component normal-

ized direction at position p.
Assuming the light ray reaches the gas volume at t =

t0 and leaves at t = t1. Since at each time instance, the
shortest OPL constraint should be satisfied, we can integrate
Eqn. 5 from t0 to t1:

t1∫
t0

∂n(p)

∂x

√
x2
t + y2t + z2t dt = n(p)(

xt√
x2
t + y2t + z2t

)

∣∣∣∣∣∣∣
t1

t0

(6)

Substituting the incident-exit ray pair: (Pin, d⃗in;
Pout, d⃗out) into Eqn. 6, we have:

Pout∫
Pin

∂n(p)

∂x
ds = n(Pout)d⃗outx − n(Pin)d⃗inx (7)

Similar derivations hold for the y and z components of p.
To recover the RIF, we discretize 3-D space into voxels and
estimate the refraction index at each voxel. Specifically, we
can predefine the gas volume and discretize Eqn. 7 for each
light path c as:

∑
c l(p)

 n(px+1,y,z)− n(px,y,z)
n(px,y+1,z)− n(px,y,z)
n(px,y,z+1)− n(px,y,z)

 = nair

 d⃗outx − d⃗inx
d⃗outy − d⃗iny
d⃗outz − d⃗inz


(8)

where l(p) is the Euclidean distance of a ray inside the
voxel p. For voxels at the bounding faces of the gas
volume, we assume their refractive indices are equal to
nair = 1.000293, i.e., the boundary condition for the PDEs.
Using all light paths, we form a PDE system of the RIF. We
further impose an additional constraint that ∀p, n(p) > 1,
and solve this over-determined PDE system using the Pre-
conditioned Conjugate Gradient (PCG) method.

The RIF estimation method presented above requires
knowing the light paths. However, we only have ray-ray
correspondences at the first iteration. Therefore, we initial-
ize light paths by fitting a Hermite spline [8] to each ray-
ray correspondence (Pin, d⃗in;Pout, d⃗out) . We choose the
Hermite spline because it directly accounts for the locations
and the tangent directions at two control points that are
directly provided by the ray-ray correspondence.
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Figure 5. Accelerating light-path refinement via volume pruning.
(a) We prune voxels outside the bounding volume; (b) We restrict
the search direction within a cone.

4.2. Light­Path Refinement

Once we obtain the initial estimation of the RIF, we
refine the light paths within the gas volume using Fermat’s
Principle. Specifically, we set out to find the shortest OPL
from Pin to Pout. This is a classical shortest path problem
on polyhedra and NP-hard [6]. Our approach is to approxi-
mate the solution by mapping the problem to a planar graph
so that existing efficient algorithms such as the Dijkstra’s
[9] can be directly used. It is important to note that con-
structing the graph is non-trivial. A brute-force construction
is to directly treat the centroid of each voxel as a node and
impose six-direction connectivity. However, such graph
approximation does not consider how much the distance
light travels inside each voxel. We therefore include two
types of additional nodes: 1) the corners of voxels and 2)
the Steiner points [1] on the faces and edges of voxels. In
our experiments, we generate 48×48 Steiner points on each
face and 48 on each edge. The weight between two nodes is
computed as: w = n · l, where n is the estimated refractive
index of the voxel and l is the Euclidean distance between
the nodes.

The resulting graph, however, contains too many links
and directly applying the Dijkstra’s algorithm is computa-
tional expensive. For example, if we discretize the volume
to 32× 32× 32 voxels, we obtain a graph of 106 nodes. To
speed up shortest path computation, we aggressively prune
the nodes based on the observation that light paths only
slightly deviate from a linear path. Specifically, we impose
a “bounding volume” along the previously estimated light
path as shown in Fig. 5(a) and only conduct searching with-
in the bounding volume. Furthermore, inside each voxel,
we prune a large amount of corners/Steiner points from the
search by assuming that the light direction will not change
drastically after the refinement. Specifically, we fit a cone
of 1◦ with the incident direction into the voxel as its central
axis and the start point as its apex and only consider those
nodes falling within the cone, as shown in Fig. 5(b).

(d) (e) (f)

(a) (b) (c)

Ground Truth Iteration: 1 Iteration: 3

Figure 6. A simple Gaussian gas flow. (a) A rendered LF-probe
image through the flow; (b) Optical flow results on the green
channel; (c) Directional variations of rays; (d) The ground truth
RIF; (e) Our estimated RIF after 1 iteration; (f) Our final result.

5. Experiments
We have validated our approach on both synthetic and

real data. All experiments are conducted on a PC with an
Intel i7-3930K CPU (3.20GHz 6-core) and 16G memory.

5.1. Synthetic Scene Simulations

We first test our solution on a static gas volume
whose RIF follows Gaussian distribution: n(x, y, z) =

nair − (nair − 1)e−((x−x0)
2+(y−y0)

2+(z−z0)
2)/2, where

(x0, y0, z0) is the center of flow. We discretize the gas
volume to 23 × 23 × 23 voxels. The resulting RIF has
12, 167 unknowns. We emulate a LF-probe with a lenslet
array of 60× 60 microlenses and color pattern as described
in Sec. 3.1. To capture the LF-probe image, we have im-
plemented a voxel-based Ray-tracer that can trace along
non-linear light paths within the volume. Fig. 6(a) shows
a sample of rendered LF-probe image. If we assume that
each microlens is seen once by the viewing camera, each
LF-probe provides at least 3, 600 ray-ray correspondences.
In this synthetic scene, we use three LF-probes surrounding
the gas volume to mimic the real setup. This leads to a total
of 10, 800 ray-ray correspondences. By Eqn. 8, we form
three equations (for the x, y, and z components respectively)
for each correspondence and we have 32, 400 equations in
total for 12, 167 unknowns.

Since our synthesized images are noise-free, we directly
map the red/blue channels to incident ray directions and
apply optical flow on the green channel to determine in-
cident ray origins. The measured optical flows and angular
variations are shown in Fig. 6(b) and (c). Once we acquire
the ray-ray correspondences, we apply the reconstruction
algorithm described in Sec. 4 to iteratively estimate the light
paths and the RIF. We stop the iteration when the change
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Figure 7. The fuel injection dataset. (a) A volume rendering of the ground truth data; (b) Optical flow results on the green channel; (c)
Directional variations of rays; (d) Slices of our reconstructed RIF vs. the ground truth.

from the previous iteration is below a threshold. In this
example, our estimated RIF converges after 3 iterations and
each iteration takes around 5 minutes. To visualize our
results, we show the central slice of the reconstructed RIF in
Fig. 6(f). To evaluate accuracy, we use two error measures:
the Averaged Percentage Error (APE) and the Maximum
Percentage Error (MPE) over all voxels. Our reconstruction
achieves high accuracy: APE = 1.19%, MPE = 1.74%.

Next, we test on a more realistic fuel injection dataset
from DFG SFB 382 (www.volvis.org). Since this volume
data has more complex geometric structures, we discretize
the volume into 32 × 32 × 32 voxels. We also increase the
number of microlenses in the lenslet array to 160 × 160 in
order to acquire dense enough ray-ray correspondences. We
apply the same approach to iteratively recover the RIF and
the light paths. In this example, the RIF converges after
5 iterations. Fig. 7(d) compares our reconstruction results
with the ground truth data. Our reconstruction produces low
error throughout the volume (APE = 1.84%, MPE = 5.29%).

Finally, we compare our ray-ray vs. traditional point-
pixel correspondence based solutions. Specifically, we have
implemented the multi-camera BOS gas flow reconstruction
algorithm [2] and conducted comparisons under various
configurations: w.r.t the number of camera-pattern pairs and
gas-pattern distances. When testing different numbers of
cameras, we fix the gas-pattern distance to 5× the gas vol-
ume size; when studying the impact of gas-pattern distance,
we use 4 camera-pattern pairs. The results are reported in
Table 1. With even a small number of camera-LF-Probe
pairs, our approach produces accurate reconstruction. In
contrast, BOS works well when using a large number of

Errors w.r.t the Number of Camera-Pattern Pairs
# of cameras 3 4 8 16

Atcheson APE 5.09% 4.61% 3.67% 3.56%
et al. [2] MPE 17.52% 13.78% 12.78% 12.96%

Ours APE 1.84% 1.13% 0.93% 0.92%
MPE 5.29% 3.20% 2.57% 2.55%

Errors w.r.t the Pattern-Gas Distance
Distance† 2× 4× 8× 16×

Atcheson APE 10.34% 4.82% 2.08% 1.19%
et al. [2] MPE 25.73% 14.51% 10.49% 3.33%

Ours APE 1.28% 1.09% 1.12% 1.08%
MPE 2.93% 2.77% 3.04% 2.85%

† refers to the pattern to gas distance in units of the gas volume size.

Table 1. Reconstruction errors using our approach vs. [2] under
different configurations. (APE: Averaged Percentage Error. MPE:
Maximum Percentage Error.)

camera-pattern pairs and distant patterns. Its performance
drops with either fewer camera-pattern pairs or closer pat-
terns. This is because point-pixel correspondences are in-
sufficient for determining the light paths unless the pattern
is placed far away. However, distant patterns will cover
smaller FoV and therefore more cameras would be needed.

5.2. Real Scene Experiment

Fig. 8 shows our acquisition system. We use 3 Point-
grey Flea2 cameras to capture the LF-probes through the
gas. To assemble a LF-probe, we use a FresnelTech
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Figure 8. Our LF-probe based gas flow acquisition system.

(www.fresneltech.com) hexagonal lenslet array sheet with
100 × 90 microlenses, each having a diameter 0.09” and
focal length 0.12”. Our color pattern is printed onto a
transparency using a Canon PIXMA Pro9000 inkjet photo
printer with 1200 dpi. Our probe has a FoV of 18.92◦

and an angular resolution of 18.92◦/48 = 0.39◦ under
48 color tones suitable for acquisition by an 8-bit sensor.
All cameras are synchronized and capture at a resolution of
1024 × 768 at 30fps. Each camera uses a lens with focal
length 16mm to cover a FoV of 22◦ horizontally and 18◦

vertically. A small aperture is used to reduce defocusing.
Since the gas flow is fast-evolving, we use a fast shutter
of 1/320 s. To reduce image noise due to fast shutter, we
use ultra bright illuminations. Specifically, we place a lamp
of 250W (6500 lumen) covered by a diffuser behind the
pattern. To generate real 3D gas flows, we use an alcohol
lamp whose flame temperature can reach around 600◦C.
We recover a cube right above the flame of size 10cm ×
10cm × 10cm and discretize the volume into 32× 32× 32
voxels. To reduce noise, we estimate each incident ray’s
direction and position by averaging over a patch of 5 × 5
pixels.

Fig. 9 shows our reconstructed gas flows at three d-
ifferent time instances. For each time instance, we al-
so show one of the three LF-probe images and its corre-
sponding optical flow and angular variations (Fig. 9(a) and
(b)). The gas flow inside the volume is highly inhomoge-
neous. We then show 3 vertical slices for each time instance
(Fig. 9(c)-(e)) to illustrate the RIF distribution inside the
volume. Our reconstructed RIF indicates that the central
portion of the volume has a lower refractive index, i.e.,
higher temperature, which is consistent with the physical
model. Additional results (the actual deflections, different
volume slicing, etc.) can be found on the project web page
www.eecis.udel.edu/∼yuji/GasFlow. We refer the reader
to our supplementary videos for the complete sequence of
reconstructed RIF.

An important application of our solution is to synthesize
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Figure 9. Reconstruction results on a real gas flow. Each row
shows the reconstructed flow at a different time instance. (a) The
captured LF-probe images; (b) Measured ray direction variations
through the flow; (c)-(e) Three vertical slices of the reconstructed
RIFs where (d) is the central slice.

gas motions and gas appearance for computer animation.
Conventional physical-based fluid animation techniques are
generally complex and computationally intensive. Our ac-
quired results are real and can be directly composed in-
to still images or film footage to achieve realistic visual
effects. In Fig. 10, we compose the reconstructed flows
from Fig. 9 onto a new background of a pool scene. The
results are generated by ray-tracing through the RIFs. Our
approach vividly synthesizes how heat distorts the back-
ground. The entire sequence can be found in our supple-
mentary videos.

Figure 10. We compose the reconstructed flows onto a new back-
ground.

6. Discussions and Conclusions
We have presented a new computational imaging so-

lution for reconstructing dynamic 3D gas flows. We use
the LF-probe for generating view-dependent features: by
coupling the LF-probe with a viewing camera, we establish
reliable ray-ray correspondences. We have then used these



correspondences to iteratively estimate the light paths and
the refractive index field of the gas volume. Experiments
on synthetic and real data have shown that our approach
provides a portable and reliable solution for reconstructing
dynamic and inhomogeneous gas flows of small to medium
scales.

One limitation of our approach is its sensitivity to noise.
We use a fast shutter to capture fast evolving flows. To
reduce image noise, we illuminate the LF-probes with ultra-
bright light sources. In our experiments, we still observe
color noise in the acquired LF-probe images and have to
apply denoising filters. The LF-probe we use has a rather
small FoV. As a result, we can only detect ray direction vari-
ations within a small range (e.g., ±15◦). This has limited
our approach to small to medium scale flows. The issue can
be alleviated by using microlens arrays with a wider FoV.
On the reconstruction front, our light-path refinement step is
still computational expensive despite aggressive node prun-
ing. A GPU-based solution may significantly accelerate our
scheme for time-sensitive applications.

There are a number of future directions we plan to ex-
plore. Our solution can benefit from denser ray-ray cor-
respondences. We plan to use the light field camera such
as Lytro (www.lytro.com) or Raytrix (www.raytrix.de) for
acquiring the LF-probe. Compared with our current setting
that each microlens on the LF-probe generates a single ray-
ray correspondence, the new setup will map each pixel of
the microlens pattern to a ray-ray correspondence. Our
solution by far has not considered fluid dynamics: we re-
construct each frame individually. In the future, we will
investigate using fluid dynamic models as the Navier-Stokes
to enforce temporal coherence. At the same time, we can
use the acquired gas flows to improve fluid simulations for
producing more realistic animations.
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