Similarities
Why do we need to compute them?

For example, imagine a simple movie database with
three sets of elements (or tables), people, movie, and
movie_category, and two relationships has_watched,
between people and movie, and belongs_to, between
movie and movie_category.

e Computing similarities between people allows us to
cluster them into groups with similar interest about
watched movies.

e Computing similarities between people and movies
allows us to suggest movies to watch or not to
watch.

e Computing similarities between people and movie
categories allows us to attach a most relevant
category to each person.

[FPRS] Random-walk based similarities
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Classes of Similarities

Q: In what ways can vertices in a network be similar and how can we
quantify this similarity?

Similarity between vertices

L> Structural equivalence I and j share many of the same network neighbors

— Regular equivalence | and j do not necessarily share neighbors but have
neighbors who are themselves similar

LI/ /\j iy\ /\d

Structural Regular

7ﬂf vodundion To PlAwork ﬁm/a%yvy 3



Structural Equivalence

e Number of common neighbors, i.e., n;; = >, A;pAx; = ijth element of A?

e Cosine similarity

Dk Aik A Nij

VS ALY, Ay VAD)

O35 = cosf = < [0, 1]

(Ai) = %Zk Aik

e Pecarson coefficients

Z A A
k

oS dndn - LY a0 Y 4,
k k l
= ZAzkAjk — ’I’L(A@><AJ> — Z[AzkAjk: - <AZ><AJ>]

k
~expected number of _ Z - Jk _ (Aj>) —n. cov(Ai,Aj)

common neighbors

o cov(Ai Ay) Zk( ( i))(4; ( i)
w 7i0] \/Zk(Ai’C \/Zk —(4;))%

e Euclidean distance (number of neighbors that differ) d;; = >, (Air— Ak )?

7ﬂfwaﬁwﬂ1}0n% W Aworke ﬁm/a%}w 4
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Regular Equivalence

The vertices have neighbors that are themselves similar

oc=aAcAoro;; =« Z AipAjiopg— similarity
Kl

Problem: o;; is not necessarily high
Solution: extra diagonal term

o=oaAcA+ I or Tij = Q Z AikAlekl + Gij
kl

Still problem: in iterative calculation (init 0) we count only even paths
New formulation: : and j are similar if 2 has a neighbor &k that is similar to j

o=aAoc+1oro; = CVZAikO'kj + Gij
k

Convergence: 0 =Y ~_o(aA)™ = (I —aAd)™!

m=0

YTroduntion Mo PAwork ﬂr»ﬂé;ﬂ'xy 5



Another problem: too high similarity for high-degree nodes which is not neces-
sarily true

Solution: divide by d(7)

o)
oc=aD Ao+ I or Oij = m ZAz'kUkj + Gij
k

mmm) PDF: Algebraic Distance
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Random walk based similarities

has watched

people

. (4‘1'7 movies

7N
,’ \
y T N
similar <SR
! » ‘l
!

belongs to

O

categories

[FPRS] Random-walk based similarities
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Random walk based similarities

The Markov chain (¢ - step, s(t) - state at t)describing the sequence of nodes
visited by a random walker is called a random walk. The random walk is defined
with the following single-step transition probabilities of jumping from any state
or node ¢ = s(t) to an adjacent node

j=s(t+1): Pr(s(t+1) = jls(t) = i) = ai;/ai = pij,

T ey . . . . .
where a;; = ) j—1 @ij- The probability of being in state ¢ at time ¢ is mi(t) =
Pr(s(t) = i) and P is the transition matrix with entries p;;. The evolution of
Markov chain is given by

has watched

m(t+1) = P'r(t)
people .
. ’l/ ~ movies

belongs to

categories

[FPRS] Random-walk based similarities
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Random walk based similarities

The average first-passage time m(k|¢) is the average number of steps that a

random walker, starting in (random) state ¢ # k, will take to enter state k for
the first time, i.e.,

m(kli) = E|T;x|s(0) = i], where T;;, = min(t > 0|s(t) = k, s(0) =1).

The average first-passage cost o(k|i) is the average cost incurred by the random
walker starting from state 7 to reach state k£ for the first time. The cost of each
transition is given by ¢(j|7).

{ m(k |ﬁ:) =0 o g

has watched

m(kli) =1+ z pijm(k|j), fori#k,

movies

. /
similar
’

U{k|k) — ” belongs to
Z_uu (4]7) —I—Z_u”ﬂkh for i # k.

categories

[FPRS] Random-walk based similarities
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Random walk based similarities

The average commute time n(i, j) is the average number of steps that a random
walker, starting in state ¢ # j, will take to enter state j for the first time and
go back to i, i.e.,

n(i,j) = m(jlé) +m(ilj).

has watched

people .
- “\\
7’ \ N

movies

. /
similar
’

belongs to

categories

Homework: review of “Random-Walk Computation of Similarities
between Nodes of a Graph with Application to Collaborative Recommendation”
Submit by 2/11/2014

[FPRS] Random-walk based similarities
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