e path lengths

e Intuition: avg number of nodes s steps away from random ¢ is ¢®. We
reach all vertices when ¢®* ~ n, i.e., s ~Inn/Inc.

e Problem: this argument doesn’t work when s is large.

e Consider two starting vertices ¢ and j with their s- and t—distance neigh-
borhoods, respectively, when s, are small

L. if7----- 7 exists between surfaces then
one can show that there are edges
between larger surfaces

- =1

-
¥ -

—> Pr[d;; > s+t+ 1] = prob A edge between two surfaces
c®, and ¢! when t is small
2. There are on avg c¢® x c! pairs of nodes,
s.t. one lies on each surface and each
pair is connected with prob p =¢/(n — 1)
i.e, Prldi; >s+t+1] = (1 — ) =1 =¢/n)¢ or InPr|d;; > 1] =
A tn(l —¢/n) =~ —c'/n /!

| = s+t+1

1
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Diamater Modularity

Matworks fufr'.. Observed Expected :Tﬁ‘nmn fmrt“ Pvalue ahm-dnmu:munu iﬁu“ Pvalue
Charsetens in “Les Misarables" 7 264 150 56 158 00003 056 020 034 IR I 1
Wards in “David Copperfield™ 112 254 248 23 181 D0T03 031 020 48 16T 0,0540
Codphing’ B2 136 270 243 440 =107* 052 037 40.8 115 =
Political biogs® 1234 4.4 1.5% ) 135 =107"" 043 0,14 0G5 i A T
Co-authorship® Ta10 705 541 ol A6 =17t o 047 4.9 250 <w
Fintbali® 115 151 123 125 54300 <107 060 028 1193 4458 =10
Pawer AN tE5 832 1283 430 <107t 003 0.73 25 s <1
Birline® B10 306 261 174 353 00004 031 013 1300 1470 =107
Electronic cirouits” 512 625 564 6 1240 <i07* 048t 0453 284 35es <t
Protgin-protein Interaction”™ iasm Gl 5.8 1748 .19 =107"" 04l Q.rd 133 1823 1
Heial'! Pl 146 235 45 338 00007 940 023 0.0 a6 <17
Trarscriptional regularoey ™ 3459 372 3.39 9.7 360 D003 060 047 9.5 1, S T
Metabosc' 553 B.78 654 34.3 IB57 <107 084 0.73 145 L B

"The neteark of coappearances of characters in Victar Hugo's nowel “Les Miserbles”, Modes repredent charsctens and edges connect any pair of charaters that sjpesr
in the same chapter,

The netwoark of common adpective and noun adjacendes for the naovel “David Copperfleld™ by Chades Dickens. Nodes represent the most commandy ocourring
acljectivid dnd mawung in the ook

The netwark of frequent associations between 62 dolphins in a community lving off Doubtfal Scand, Mew Zeakand.

The netwark of palitical blogs. Nodes represent blogs and edges are the Enks between blogs

The network of sciemists posting preprints on the high-energy thesry archive 3 wew.ande.ong, 1995-1999, Nodes are authors and edeges connect cosuthons.

"The network of Amevican feotball games botween Division 1A colleges during regular season Fall 3000, Modes are teams and edges connect beams that contest in 2
gamae.

The network of 1he Western Mates Power Grid of the Unsted S1ates. Nodies ane v plants, stations and households, and edges are poweriings,

"The netwark of scheduled air Bne connections in Unitied States, 2005, Nodes are airpoats and edges are schedubed direct fights

"Electronkc circuits. Modes are elecironic elements and edges are clectronic connectians,

" The pobein-proden inteadtion netwark of the buﬂﬂlﬂl; FRASE 5 Conediaae. NOKES ang paoleirs and edged Connedt prodsing that enterach with 2ah mner,

'The neural network for the worm C efegand. Modes sre neunond and edied link neurond That conned.

¥ Tha transcriptional requiatony netwark of the bedding yeast 5 conmasiae. Modes ane genes and edges connect genes that regqulate ene another.

""The metatsolic network of the bacterium E ool Modes ane metabolites and edges connect metabolites that can be convened by a biochemical reaction

”I-!.-I'.NE. reurniner af slandard desviations by wiich the obsenvation deviates frean the expecration.

dok 10,137 1 journal pore. 000 56860001

http://complexnt.blogspot.com
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Generating Functions and Degree Distributions
The generating function (gf) for the probability distribution py, is the polynomial

o0
g9(z) =) pr".
k=0

If we know gf for p; then we can recover the values of pi by differentiating

1 d*g
Pk = L1 dzk

z=0

Example: £ =0, 1,2 with the respective pi = %, %, 11—6 for all £ then

(2) = 1 N 7 n 1,
A T TR T
Example: k follows Poisson distribution, i.e., px = e_c%
0k
_ Nk _ e(2-1)
g(z)=e e = e

k=0
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Power-law distributions p, = Ck™, a >0, k>0
Reminder: C is calculated from normalization condition, i.e., C' = 1/{(«)

0 k=0  — K Liq(2)
= . p— _— ]{ o =
n=L ke koo = = o)
Since we are interested in differentiating g(z) note that Polylogarithm

OLiq(2)  Lig—1(2)
0z z

Some properties of g(z)
e g(1)=1
/ 2 d \2 m d\™
o (k) =g'(1), (k%) = | ()" 9(2)] (k) = | (=)™ 9(2)
e Choose m integers k; from p; = Pr[chosing particular set of values {k;}| =

Hipki
:Pr[Zki: Z 25 Zk Hpk; =

k1=0 km=0

/X fo'e) m
h(z) = s .. — _ m
drawn values add to a specific sum s (Z) ;} Ms? (];) pkzk) (g(z))

z=1

7ﬂ7 voduniion To PlAwork %m&& 19



http://en.wikipedia.org/wiki/Polylogarithm

Random Graphs and Configuration Model

Degrees: 1,1, 2,2,3,3

‘ 1. Add n nodes
i T 2. Add initial d(i) stubs to each i

? 3. Connect stubs iteratively

¢

Problems? Total degree is even; Can create self-loops, multi-edges
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Configuration Model
Multi-edges: Probability of adding an edge between ¢ and j with degrees k;,

and kj 1s Ik / in the limit we can omit -1
oy
P = om =1
Probability of second edge is (k; — 1)(k; — 1)/2m

Expected number of multiedges in conf model

171)2 %:kikj(ki—l)(kj—l) = 2<k)12n2 ;kz(kz—l) ;kj(kj_l) _ %[(k ><k) <k)]2

Similar result for self-edges

ki —1 k%) — (k
Y-y k1) _ ) 0

Conclusion? Expected number of muIt| edges remains constant as network grows.
Expected number of common neighbors

o kb k(= 1) kiky Yo k(1) (k%) — (k)
=D S e e am n(k)y P (g
l \
jis connected to | jis connected to / given il
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Final Project

 Download full data set
* Choose one primary type, s.t. the number of full records is >10000 (don’t choose “criminal
trespass”, remove “noisy” records with no time and coordinate)
e Build an undirected network with the following rules
e Records are nodes
e Jjis an edge iff (1) primary_type(i) = primary_type(j); (2) |time(i) — time(j)|<p1; and (3)
dist(location(i) — location(j))<p2, where p1 and p2 are parameters
* for location use longitude and latitude; for distance use Euclidean distance
* Degree distribution: 1) compute and plot (make sure you adjust the scales, and everything
is visible); 2) is it similar to Poisson/binomial, exponential, power law or something else? 3)
estimate the chance that “high impact” crime will be connected to another “high-impact”
crime (use excess degree distribution and/or degree distr of neighbors)
* Importance of nodes: use various centrality indices to model importance of nodes
(compute, plot, explain).
e Compute or estimate clustering coefficient of a network (explain)
e Compute modularity.
e Find clusters in the network (e.g., graclus), plot distribution of sizes
e Can you disconnect the network? What is the smallest size of separator? (e.g., metis)
e Visualize a subnetwork for 1 year (or for less than 1 year)

Ditrodunition To Pldwork Science 2



	Slide Number 16
	Slide Number 17
	Slide Number 18
	Slide Number 19
	Slide Number 20
	Slide Number 21
	Slide Number 2

