SpECt I'a | M EthOdS (aka Algebraic Graph Theory, see Chapter 14 in [BE] “Network analysis”)

Three main objects of interest: adjacency matrix, Laplacian, and normalized Laplacian
What their spectrum (all eigenvalues, including algebraic multiplicity) can tell about network statistics,

existence of subgraphs, classification, etc.?
Let M € C™*". A non-zero vector x € C" is an eigenvector of M with corre-
sponding eigenvalue A € C if

Mz = A\x

The solution exists iff rank (M —AI) < n iff det(M — A1) = 0, i.e., the eigenvalues
are roots of det(M — A\I) = 0.

If  is non-singular then M and QM@ have the same eigenvalues.

o If M € R and M = M7’ then 3 non-singular Q s.t. Q' = Q! and

M’ = Q~'MQ has diagonal form. Eigenvectors of M’ are e; and
diagonal entry of M’

det(M — A1) = det(M' — AT) = [ [(Xi = A)

1

One can infer tr(M) = >"" | A; (check at home).
o If v; = Qe; then Mv; = \;v; and L?bl = e?ej.

orthonormal eigenvectors of M
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Theorem 1. Let M € R*"*™ and M = M7, then
1. M has real eigenvalues Ay < ... < A, and n orthonormal eigenvectors

2. multiplicity of A; as an eigenvalue = multiplicity of A; as a root of the
characteristic polynomial det(M —AI) = cardinality of a maximum linearly
independent set of eigenvectors corresponding to A;

3. 3 Q with QT = Q! such that QMQ~! = diag(Aq, ..., \,,)
4. det(M) =[[; \i and tr(M) =>_. \;

Theorem 2. Let G be a graph, and A its adj matrix with ordered eigenvalues
Ai, and A is a max degree of G then

1. Ay, <A
2. G =G1 UGy = spec(G) = spec(G1) U spec(Ga)
3. G is bipartite => (if A € spec(G) then —X € spec(G))

4. G is simple cycle = spec(G) = {2cos(2ZE)|k € {1,...,n}}

5. G = Knl,nz — A\ = —1/?1172,2,)\2 = ..= )\n—l = 0, and )\n = \/N1N9
0. G:Knl — AIZ...I)\n_l,)\n:TL—l
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Theorem 3.
1. >, A\; = number of loops in G
2. " A7 =2 x number of edges in G

3. 327 A =6 x number of triangles in G

Homework: Prove any 2 out of 3 in Theorem 3 (submit by 3/6/2014)

Laplacian matrix L =D — A

1 1 1s the head of e
Incidence matrix B = (b;.) = ¢ —1 i is the tail of e
0 otherwise

For any z € C" 21 Ly = 2T BBTz = > ijep(Ti— z;)?
A graph G consists of k connected components if and only if A\{(L) = ... =
)\k(L) = (0 and )\k—i—l(L) > 0.

Trees and Laplacian: for every i € {1,...,n} the number of spanning trees in G
is equal to | det(L;)|, where L; is obtained from the Laplacian L by deleting row i
and column ¢. Moreover, the number of spanning trees is equal to = [T,55 Ai(L).
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Normalized Laplacian £ = D~Y2LD~1/2 ie.,
1 i = j and d(i) > 0
(Lij) = —1/+/d(D)d(j) 1j € B There exists some nonzero function

otW w on nodes
- w(y) )

)
A is an eigenvalue of L, i.e., Aw(i
NG (\/ d(j)

e \(L)=0and A\, (L) <2
e (G is bipartite iff for every A(L) its "complement” 2 — A\(L) € spectra(L)

e \;(L£)=0,7€[l.k] = G has k connected components
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For d-regular graphs, the three spectra are equivalent
o spectra(A) ={ A1, ..., \n}

o spectra(L) ={d—\,,...,d — A\ }

o spectra(L) ={1—\,/d,....1 — X /d}

Theorem: Vk A (A) kth smallest eigenvalue of A and A, _j41(L) kth largest
eigenvalue of L

0 — )\A(A) < )\n—l—l—k(L) <A - )\R(A)

/ N

min degree max degree
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For a nonzero x € R™ and M € R™*" the Raleigh quotient is defined

' Max
.’:I]

R(z) =

xTr=r
Courant-Fischer Theorem. Let M € R"*™ be symmetric with eigenvalues
Ao < ... < \,_1. Let X* be a k-dim subspace of R” and 1. X*. Then

A; = min ( max R(z)) = max( min R(x))
Xn—i=1 g | Xn—i=1 p=£—( Xi xlXi,z#0

Fiedler Theorem.

Z-ﬁjEE(mi - fL’j)Q
Zz‘je(‘;’) (w0 — ;)

Ao(L) = '
(L) =n zain

) same for \,, and max

A symmetric minor of A is a submatrix B obtained by deleting some rows and
the corresponding columns.

Theorem (Interlacing eigenvalues). Let A € R"*™ be a symmetric matrix
with eigenvalues A\ < ... < \,,. Let B € R(n=k)x(n=k) }o g symmetric minor of
A with eigenvalues p1 < ... < 1, 1. Then

Ai < < ANigk
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Corollary. Let G and H be two graphs with eigenvalues \; < ... < A,, and
1 < ... <y, respectively. If p; < Ay or A, < iy, then H does not occur as an
induced subgraph of G.

graph class

spectrum(A)

spectrum(L)

spectrum(L)

simple path

2{205( Tk )

mik—1)
2 — 2cos (T

o wik—1)
1 cob(]

b n+1 1—1
G =Py ke{l,... n} kedl,....n) ke{l,...,n}
simple cycle 2cos (%) 2 — 2cos (22%) 1 — cos (27)
G=0Ch ke{l,...,n} kedl, ..., n} kell,..., n}
star —\/n, n, 0, 7, 0,2,
G=K, 0 (n — 2 times) 1 (n— 2 times) 1 (n — 2 times)

G = I{n 1.7t

—y/ning, \/ninz,
O(n — 2 times)

0,721 (n2 — 1 times)

nz (n1 — 1 times), n

0,2
1 (n — 2 times)

G =K,

1, =1 (n — 1 times)

0, n (n—1 times)

0,

i

—=+ (n — 1 times)
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Computing Part of the Spectrum, Lanczos Algorithm

1. Initialization: Choose the number of steps k, the desired number of
eigenvalues r and an initial vector z1; let By := z{ z1,. 1 = x1 /0o

2. Lanczos steps:

fori=1to k do

(i) y := Mux;

(ii) a; = x] y

_(?:'ii) Ti41l :— Y — Q5 — ;’31;_1;1??;_1
(iv) [3; = ;1.*.; 11T

| (V) Tig1 = w1 /B

Set X, :=Mat(x1,...,x;)

3. Figenvalue computation: Compute the eigenvalues of 1" := XT;T MX;.

4. Convergence test and restart: If the first r columns of 1’ satisfy the
convergence criteria then accept the corresponding eigenvalues and stop.
Otherwise restart with a suitable new x1.

Do denifor Ao HAmerd. Serence 3



Grafting

Q: How to modify G by adding to it eigenvalues of H? What if we want to add 1 to G?

(A, x) is eigenpair of H, 31 € Vy x; =0 (A, x) is eigenpair of H new node for

( - ) A

& O

o
A € spectra(G’) v

G <« W S

ox}(z
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Eigenvalues and Global Properties

. %Z@'ev d(i) < Ap(A)

: . _ cosh ™t (n —1)
< diam(G) < 2 +1
{”}“E(L)—‘ = dam(©) = cosh™* (tgfgfiig)
1 2 n—2 S m A+ (L),
o _ < p(G) < — In(n — 1
n—1 (AE(LJ T ) = AG) = { (L) m=b

mean distance in G

e [sopermetric number (G) = min{ rrl‘i‘c;'f|(§|’l|2||} X CV,X#A0Y=V\X}

o Na(L)An(L)
i(G) = mm{l. IR WA }

i(G) < VA2(L)(2A — A5(L))

. i _'F\"T 51 .Il"-._ 51 R . It .
e Expansion ¢y := mm{ | (|;| ' |:_ SCV, S| < 5} %TAQL(}LJ < ey = O(y/ A2(L))

... chromatic number, minimum independent set, ...
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