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Abstract— Effective caching in the Domain Name System messages including referrals and answers are cached at the

(DNS) is critical to its performance and scalability. Exising DNS
only supports weak cache consistency by using the Time-Tohle
(TTL) mechanism, which functions reasonably well in normal
situations. However, maintaining strong cache consistegdn DNS
as an indispensable exceptional handling mechanism has lmeoe
more and more demanding for three important objectives: (1)to
quickly respond and handle exceptions, such as sudden and ak
matic Internet failures caused by natural and human disastes,
(2) to adapt increasingly frequent changes of IP addressesud to
the introduction of dynamic DNS techniques for various statoned
and mobile devices on the Internet, and (3) to provide fine-gain
controls for content delivery services to timely balance sger
load distributions. With agile adaptation to various excepional
Internet dynamics, strong DNS cache consistency improvehié
availability and reliability of Internet services. In this paper, we
first conduct extensive Internet measurements to quantitavely

local DNS nameserver, so that subsequent queries for the
same domain name will be answered directly from the cache.
Therefore, DNS caching significantly reduces the worklofd o
root and TLD nameservers, lookup latencies and DNS traffic
over the Internet.

With the deployment of caches, cache consistency has be-
come a serious concern. Strong cache consistency is deined a
the model in which no stale copy of a modified original will be
returned to clients, while weak cache consistency is theainod
in which a stale copy might be returned to clients. Currently
DNS only supports weak cache consistency by using the
Time-To-Live (TTL) mechanism. The TTL field of each DNS
resource record indicates how long it may be cached. The

characterize DNS dynamics; then we propose a proactive DNS Majority of TTLs of DNS resource records range from one

cache update protocol, calledDNScup running as middleware

hour to one day [17]. While most of the domain-name-to-

in DNS nameservers, to provide strong cache consistency for |P-address (DN2IP) mappings are infrequently changed, the
DNS. The core of DNScup is an optimal lease scheme, calledy rent approach to coping with an expected mapping change

dynamic lease, to keep track of the local DNS nameservers. We

compare dynamic lease with other existing lease schemes tlugh

theoretical analysis and trace-driven simulations. Basewn the

DNS Dynamic Update protocol, we build a DNScup prototype
with minor modifications to the current DNS implementation.

Our system prototype demonstrates the effectiveness of DNGp

and its easy and incremental deployment on the Internet.

is cumbersome. Among numerous DNS related Request For
Comments (RFCs), only RFC 1034 [22] briefly describes how
to handle an expected mapping change: “if a change can be
anticipated, the TTL can be reduced prior to the change to
minimize inconsistency during the change, and then inegtas
back to its former value following the change”; but the RFC

Keywords— Domain Name System, Cache Consistencgoes not specify how much and in what magnitude the TTL

Middleware, Lease.

|I. INTRODUCTION

value should be reduced. The propagation of the mapping
change may take much longer than expected. This pathology
is further aggravated by some local DNS nameservers that do
not follow the TTL expiration rule and violate it by a large

The Domain Name System (DNS) is a distributed databaggount of time [24].

that provides a directory service to translate domain namestherefore, without strong cache consistency among DNS

to IP addresses [22], [23]. DNS consists of a hierarcthameservers, it is cumbersome to invalidate the out-cd-dat

of nameservers, with thirteen root nameservers at the t@@che entries. The inefficient and pathological DNS cache
For such a hierarchical system, caching is critical to i{gpdate due to weak consistency quite often causes service
performance and scalability. To determine the IP addregruption. More importantly, three recently-emergedsoees

of a domain name, the DNS resolver residing at a clief practice cast serious doubt on the efficacy of weak DNS

sends a recursive query to its local DNS nameserver. If @ache consistency provided by the TTL mechanism.

valid cached mapping exists, the local DNS nameserver will, There are many unpredictable mapping changes due to

resolve the query by iteratively communicating with a root  emergency situations, such as terror attacks or natural
nameserver, a Top-Level Domain (TLD) nameserver, and a gjisasters, in which the loss or failure of network re-

we have to immediately re-direct the affected Internet
services to alternative or backup sites. Maintaining DNS
cache consistency is critical under such an exceptional
circumstance, since people do need service availability at
the crucial moment.

o The dynamic DNS technique, which provides prompt IP
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mapping for a server at home or a mobile host usingl2NS implementation [14], [23]. Our trace-driven simula-
temporary IP assigned by Dynamic Host Configuratiotion and prototype implementation demonstrate that DNScup
Protocol (DHCP), makes the association between a dachieves strong cache consistency of DNS and significantly
main name and its corresponding IP address much lésgroves its performance and scalability. Note that DNScup
stable. is backward compatible with the TTL mechanism, and can
o The TTL-based DNS redirection service provided bhke incrementally deployed over the Internet. Those local
Content Distributed Networks (CDNSs) only supports ®NS nameservers without valid leases still rely on the TTL
coarse-grained load-balance, and is unable to supporéchanism to maintain weak cache inconsistency.
quick reaction to network failures or flash crowds without The remainder of the paper is organized as follows. Sec-
sacrificing the scalability and performance of DNS [24}ion |l surveys related work. Section Ill presents our DNS

Thus, cache inconsistency poses a serious threat to the avéfy"amics measurements. Section IV details the proposed
ability of Internet servicesThis is simply because during thePNScup mechanism. Section V evaluates the performance of
cache inconsistency period, the clients served with outesé PNScup based on the trace-driven simulations. Section VI
DN2IP mappings cannot reach the appropriate Internet servBresents the prototype implementation of DNScup. Finalgy,
or end-hosts. Once it happens, the clients have no ideac8fclude the paper in Section VII.
what is the cause of service unavailability: is it due to serv
shutdown, network failure, or something else? An aggressiv i
small TTL (on the order of seconds) can lower the chance of DNS performance at either root nameservers [6], [12] or
cache inconsistency, but at the expense of significantasere/0cal DNS nameservers and their caching effectiveness [17]
of the DNS traffic, name resolution latency, and the worklodd®], [36] have been studied in the past decade. Danzig
of domain nameservers [32], which seriously degrades tfk @l [12] measured the DNS performance at one root
scalability and performance of DNS. nameserver and three domain nameservers. They identified
In this paper, we propose a proactive DNS cache upd&gUmber of bugs in DNS implementation, and these bugs
protocol, calledDNScup working as middleware to maintain@nd misconfigurations produced the majority of DN_S traffic.
strong cache consistency among DNS nameservers and ffewnieeet al. [6] gathered and analyzed DNS traffic at the
prove the responsiveness of DNS-based service redirectibn’00t nameserver. They found that several bugs identified
The core of DNScup uses a dynamic lease technique to ké@_/pDanmg et al. still existed in their measurements, and the
track of the local DNS nameservers whose clients are tighifde deployment of negative caching would reduce the impact
coupled with an Internet serderUpon a DN2IP mapping caused by bugs and configuration errors. Observing a large
change of the corresponding Internet server, its authiméta "Umber of abnormal DNS update messages at the top of the
DNS nameserver proactively notifies these local DNS nami@NS hierarchy, Broidet al. [S] discovered that most of them
servers still holding valid leases. While the notificatioegn '€ caused by default configurations in Microsoft DHCP/DNS

sages are carried by UDP, dynamic lease also minimizes sf$ffvers- The load distribution, availability and deployme

age overhead and communication overhead, making DNScuBaétemS in local and authoritative DNS nameservers hagr be

lightweight and scalable solution. Based on client quetgga characterized in [25]. Based on a half year measurement,
(or service importance to their clients), it is the local DN&aPpat al. [27] thoroughly investigated the negative impact
nameservers themselves that decide on whether or not agplyif OPerational errors upon DNS robustness. Furthermoes, th
for leases (or renewal) for an Internet service. On the othiesented a distributed troubleshooting tool to identifgse
side, the authoritative DNS nameserver grants and mantalf\S configuration errors [26].

the leases for the DNS resource records of the Internetcgervi Jund ét al. [17] measured the DNS performance at local

The duration of a lease is dependent on the DN2IP mappiRQ'S nameservers (MIT and KAIST) and evaluated the effec-
change frequency of the specific DNS resource record. tiveness of DNS caching. They conducted a detailed analysis

While strong cache consistency may be optional for gf collected DNS traces and measured the client-perceived
generic Internet service, DNScup is essential to provi Sdpirforlmanc_e. Bise(_il_ToLn tr?ce-d;\ven swgulatlon]:s, they
always-on service availability for critical Internet sies ound that lowering the S Of typé record to a Tew

or some premium clients. In addition to maintaining Cac”@undred ;econds has litle adverse gffect on cache hit rates
coherence among DNS nameservers, DNScup can also be %}%cachmg oNS recor_ds and protecthg a single nameserver
to improve the responsiveness of DNS-based network cont gqm °Ye”°ad are crucial to.the scalaplllty Of_DNS' Instedd

as suggested in [24]. Also, we can apply the functionali llecting data at a few client locations, L|stcm_al. [19] _

of DNScup to maintain state consistency between a D mpared_the DNS measurement_s at many dlﬁerent_snes,
nameserver of a parent zdnand the DNS nameservers oia.nd mvest.lgatelol_ the degree to which they vary from site to
its child zones, preventing the lame delegation problenj. [27S|te. They identified the measures that are relatively ctersi

Based on the DNS dynamic update protocol [31], we bu”tgroughout the study and those that are highly dependent

; L P n specific sites. Based on both laboratory tests and live
a DNScup prototype with minimized modifications to Currenmeasurements, Wessai al. [36] found that existing DNS

1Either the clients frequently visit the Internet server be tservices cache |mple_mentat|0ns employ different approaches Inyquer
provided by the Internet server is critical to the clients. load balancing at the upper levels. They suggested longer

27Zone is a delegated authority unit that is a manageable donaane space. TTLS for popular sites to reduce global DNS query load.

II. RELATED WORK



Shaikh et al. [32] demonstrated that aggressively smalDNS. However, compared with conventional DNS, the main
TTLs (on the order of seconds) are detrimental to DNS peafrawback of this alternative approach is the significantly-
formance, resulting in the increases of name resoluti@nat increased resolving latency due to P2P routing, although th
(by two orders of magnitudes), nameserver workload, amagproach has a stronger support for fault-tolerance ardt loa
DNS traffic. Their work further confirmed that DNS cachindgbalance.
plays an important role in determining client-perceivadtey. Based on Distributed Hash Tables (DHTSs) [18], Beehive—
Wills and Shang [38] found that only 20% of DNS requests adesigned for domain name system [30]—provides O(1) lookup
not cached locally and non-cached lookups cost more than daency. Different from widely used passive caching, itsuse
second to resolve. The same authors explored the techniquemactive replication to significantly reduce the lookuietey.
actively querying DNS caches to infer the relative poptyariIn order to facilitate Web object referenceSemantic Free
of Internet applications [37]. Using graphs, Cramtral. [11] Reference(SFR) [34], which is also based on DHTs [18],
identified local and authoritative DNS nameservers frorgdar has been proposed to resolve the object locations. SFRs relie
DNS traces, which is useful for locating the related DNSn the caches at different infrastructure levels to improve
caches. the resolving latency. Note that these proposed schemes are

CoDNS [28] identified internal failures as a major sourckeavily dependent on a future and wide deployment of DHTS,
of delays in the PlanetLab testbed, and proposed a localibus the consequent dramatic changes to the Internetaliyect
and proximity-aware design to resolve the problem. Theyervice will take a large amount of time and effort to become
utilized a cooperative lookup service, in which remote @ser a reality. In contrast, DNScup is an effective enhancement t
are sent out when the local DNS nameserver experientkes current DNS implementation, which can fix the problem
problems, to mask the failure-induced local delay. In thein a timely and cost-effective manner.
design, they considered the importance of cache at the localvhile DNS caching does not support strong consistency,
DNS nameserver for providing shared information to all locahe DNS Dynamic Update mechanism [31] maintains a strong
clients, and avoided a design that makes the cache uselesgonsistency between the primary master DNS nameserver of

However, none of the previous work focuses on DNS cachezone and its slave DNS nameservers within the same zone.
consistency. DNS cache inconsistency may induce a lossTéfe DNS Dynamic Update mechanism [31] and its enhanced
service availability, which is much more serious than pegecure version [35] have been proposed and implemented
formance degradation. By contrast, maintaining strongneacto support dynamic addition and deletion of DNS resource
consistency in the Web has been well studied. Liu and Cegcords within a zone, because of the widespread use of
showed [20] that achieving strong cache consistency wihHCP. According to the DNS Dynamic Update protocol, once
server invalidation is a feasible approach, and its cost tise primary master has processed dynamic updates, itssslave
comparable to that of a heuristic approach like adaptive Till be automatically notified about these changes via zone
for maintaining weak consistency. To further reduce thet cagansfers. Researchers have utilized the DNS Dynamic @pdat
of server invalidation and its scalability, Yiet al. proposed protocol to achieve end-to-end host mobility [33]. In terafs
volume lease [41] and its extension [40], [39] for mainta@i DNS semantics, our proposed DNS cache update mechanism
Web cache consistency. Instead of keeping per-client,staten be viewed as an external extension to the DNS Dynamic
Mikhailov and Wills [21] proposed MONARCH to provide Update protocol, which makes the implementation and deploy
strong cache consistency for Web objects, in which invalidenent of DNScup much easier. The required modifications and
tion is driven by client requests. They evaluated MONARCHdditions to the current DNS implementation are minimized.
by using snapshots of collected contents. The weakness of
MONARCH is that it does not consider the dynamics of Web
page structures.

The adaptive lease algorithm has been proposed in [13] to The purpose of our DNS dynamics measurement is to
maintain strong cache consistency for Web contents. A Wabswer the question of how often a DN2IP mapping changes.
server computes the lease duration on-the-fly based maiflygeneral, a mapping change may cause two different effects
on either the state space overhead or the control messtdgbe original DN2IP mapping is one-to-one, then the change
overhead. However, in their analytical models, the spack amay lead to the loss of Internet services. We classify this
message overhead are considered separately without gaugind of changes as physical changes. However, if the orligina
the possible tradeoffs. Thus, the performance improvementDN2IP mapping is one to many, the changes may be antic-
the adaptive lease algorithm is limited. Cohen and Kaplan [@ated to balance the workload of a Web site as CDN does.
proposed proactive caching to refresh stale cached DNS Y&e classify these changes as logical changes.
source records, in order to reduce the name resolutiondaten To examine the DN2IP mapping change behaviors, one
However, the client-driven pre-fetching techniques oelguce possible way is to useli g to contact remote nameservers
the client-perceived latency, and cannot maintain straue directly without using a local cache. However, we observe
consistency. that only about half of authoritative DNS nameservers allow

Cox et al. [10] considered using the Peer-to-Peer systedirect communication with remote resolvers. Thereforesete
to replace the hierarchical structure of DNS nameservens. fup a local DNS nameserver using Bind 9.2.3 [3] to generate
example, for a given Web server, we can search a distributgabing DNS queries for a collection of Web sites (more than
hash table to find its IP address, instead of resolving it y,000). In order to guarantee that each response comes from

IIl. DNS DYNAMICS MEASUREMENT



an authoritative DNS nameserver, instead of the local gache 100000 o
we purge our local cache every time we probe a Web site. . o
The measurement experiments have conducted in two months. 10000 | = . org e
In the rest of this section, we describe the DNS resource -
record classification and the collection of domain namesoAl

we present a technique to differentiate the domains using
CDN, in which most mapping changes are logical changes,
from the domains where most mapping changes are physical
changes. According to the affiliated Top-Level Domain (TLD)

and their popularities, we further categorize the domains
into several groups. Then, we measure the TTLs of their
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DNS resource records and mve_stlgate the effect of domain 1 » TR T
popularity upon DNS TTL behaviors. Based on the measured Number of Requests
TTLs, we Choose.the appropriate sampling resolution tootietgig. 1. The regular domain name distribution with the numilerequests
the DN2IP mapping changes. in each groups.

A. DNS Resource Record Classification the mappings between Web domain names and their corre-

The various mappings in the DNS name space are callggonding IP addresses. We collected the Web domain names
resource records. The most widely used resource recofg@sm the recent IRCache [4] proxy traces. All Web domain
include SQA records (authority indication for a zone]NS names are classified into three categories: domains usimg) CD
records (authoritative name server reference lists fome@x@ techniques, domains using dynamic DNS techniques, and the
records (domain name to IP address mappingSR records rest of collected domains. We refer them as CDN domains,
(IP address to domain name mappings) records (mail Dyn domains, and regular domains, respectively. Becaust mo
exchangers for a domain name), aGNAME records (alias CDN domains and Dyn domains have specific text strings to
to canonical name mappings). A tygerecord provides the indicate the names of their providers (e&kanai for CDN
standard domain name to IP address mapping, while the ottlemains DynDns. comfor Dyn domains), we can distinguish
type records likeNS, CNAME and MX records are used asthose domains from the regular ones by the specific strimgs. |
references. Among these DNS resource records, the Aypeur measurement experiments, we examined 23 major CDN
record is the most popular record being queried, accountipgviders [1] and 95 major dynamic DNS providers [2].
for about 60% DNS lookups on the Internet [17]. Due to the large number of regular domains we col-

Any type of resource records listed above may chan@gted, the regular domains are further divided into nine

for various reasons. For example, the primary master DNjpoups with respect to their Top-Level Domains (TLDs). They
nameserver within a zone may increase the serial numberaie ended with.com .edu, .net, .org, .nmil,

SQA records to keep the records of the zone’s slaves updategov, . biz, .coop,and country codes, respectively. The
NS andMX records need to be updated if any authoritative DNfgular domain name distribution with the number of requiest
nameserver or mail exchanger is renam@dndPTRrecords jn each group is plotted in Figure 1. As shown in Figure
need to be changed if the domain name is either renamedi9rmost regular domain names fall into the following five
mapped to a different IP address; change<ChIAME records  major groups:. com . net, .org, .edu, and country
have already been utilized by CDN providers to redirect gomains. Each group consists of three sub-groups:

client request to different surrogates. Note that CDN pers
and popular Web sites rotate differeitrecords with small
TTLs for the same domain name to balance the workload of
Web servers.

In various DNS resource records, the inconsistencyAof
records may directly lead to service unavailability. Ingiiee,
more than one authoritative nameservers and mail exchanger®
serve for the same zone to improve reliability. However, the
inconsistency ofNS (or MX) records may also cause seriou§Ve select 1,000 domain names from each sub-group of the five
performance degradation and access problems, due to lamajor groups, except the popular one.a@du group where
delegation [27]. In general, our solution is applicable o awe only have 514 domain names available. Note that not all
kinds of resource records, while our DNS measurement ddmain names in our regular domain groups follow the strict
focused on the dynamics @&f records. one-to-one mapping between domain names and IP addresses.

Some domain names may USBIAME to avoid the direct use
of CDN/dynamic DNS providers.

o popular domains (with the number of requests being
larger than or equal to 100 in our one week tRge

« normal domains (with the number of requests being less

than 100 but larger than or equal to 10 in one week trace);

and

unpopular domains (with the number of requests being

less than 10 in one trace).

B. Domain Name Collection and Grouping

Slhce Web service is one of the most popular Inte.met?’The limited client space and the hidden load factor of cagheduce the
services, our measurements are focused on the dynamicsubfber of requests we have seen.
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Fig. 2. TTL distributions: (a) All kinds of domain names; (bf omdomain names.

o TABLE |
C. TTL Distribution
MEASUREMENTPARAMETERS

Different domain names have different TTL values f0|r Class ]| TTL(5) | Resolufion (s)] Durafion | Num of Domains]

caching their DNS replies. The TTL distribution of all mear—7 [0,60) 20 T day 803
sured domains is shown in Figure 2 (a). For CDN domains, 2 [60,300) 60 3 days 934
the majority of TTLs have the values of 20 or 120 seconds i ?Eggggggg)o ;é)ooo ;gays ggi‘;
For Dyn domains, the majority of TTLs have the values of 36— [[864(’)%0) ) 86200 1 mgztsh 5307

60, or 90 seconds. For regular domains, the majority of TTCs
have the values of 300, 3600, or 86400 seconds. The TTL

distribution of. comdomain names with different popularities ) )
is shown in Figure 2 (b). The TTL distributions for othethat domain name. The absolute change rate is the product

kinds of domains with different popularities are similar t@f relative change frequency and the reciprocal of sampling

that of . com We observe that the TTL of a domain namé&esolution. For ease of presentation, we employ relatieegh

is independent of the domain’s popularity. frequency as the metric to study the dynamics of DN2IP map-
The sampling resolution of detecting a DN2IP mappinaing_changes, and simply call it change frequency _in the rest

change is highly dependent upon the values of TTLs. Cﬂ{thls paper. Note _that the sampling _resolutlon varies ggnon

one hand, our sampling resolution for a specific Web domdfifferent classes. Given the same relative change frequtrec

should be at least as small as its TTL, in order to captureyev&Prresponding absolute change rates under differentsiase

possible change that could cause cache inconsistency.@ndiferent. _ o

other hand, to minimize the impact of probing DNS traffic, our T_he change frequencies for five dlfferent. classes are shown

sampling resolution should be set as large as possibledBafFigures 3 (a), (b), (c). (d) and (e), respectivtBased on the

on the measured TTLs’ distribution, we set different sangpli DNS probing results, we identify three causes that leadéo th

resolutions to detect DN2IP mapping changes at differeris W@N2IP mapping changes: (1) a domain name is relocated to a

sites. The sampling resolutions with respect to the range $fferentIP address; (2) the available IP addresses fonzatto
TTLs are listed in Table I. name are increased; and (3) the IP address of a domain name

rotates around a set of IP addresses. The first cause results
, in physical changes, while the second and third causestresul
D. Measurem_ent of M_appmg Chan_ges_ o in logical changes. The distributions of the changes due to
Each domain name in our collection is periodically resolvegitterent causes are shown in Figure 3 (f) for all five classes
to check if the mapping has been changed. Depending on th‘F’hysicaI Changes.As shown in Figures 3 (c), (d) and
sampling resolution, the duration ofamegsurement exmnirn(e)’ the domains in classes 3, 4 and 5 rarely change their
varies from 1 day to 1 month. According to the samplingy\2ip mappings, with about 95% domains in these classes
resolution, the Web domain names being probed in our mM&@maining intact. Moreover, those domains that have criinge
surements are divided into five classes as shown in Tablgdeir DN2IP mappings have very low change frequencies.
Since all CDN and Dyn domains’ TTL values are bounded by instance, in class 5, almost all changed domains have
300 seconds, they belong to either classes 1 or 2. The reg@fir change frequencies below 1G%which means a change
domains of each.TLD may fall in aI_I five possible classe%\ppens every 10 days. On average, the change frequencies
because of the wide spectrum of their TTLs. are about 3%, 0.1%, and 0.2% for the domains in classes 3,

1) Dynamics of Mapping ChangesA DN2IP mapping 4 and 5, respectively. This implies that the average lifestim
change is detected when the responses of two consecutive
DNS probes for the same domain name are different from eacliwe also monitored the mapping changes of the correspondikgahti

other. We define the relative change frequency of a dom%}ﬁtrgfczr?:éo(r)éjsr results show that their change frequencidower than

name as the ratio between the number of mapping Changef{’n the 30-day measurement, 214 domains changed 1 to 3 tintesrdy
we detected and the total number of DNS probes we sent fodomains changed 4 to 19 times among 5,307 domains in class 5.
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Fig. 3. The DN2IP mapping change for each class with diffefiefLs.

of DN2IP mappings are 2.5 hours, 42 days, and 500 dayis[L 120 seconds. The domain names served by Akamai
respectively. However, as shown in Figure 3 (f), nearly 40¥%ave change frequencies around 10%, while those served by
mapping changes in class 3 and the majorities of mappiBgeedera have change frequencies close to 100%. In contrast
changes in classes 4 and 5 are physical changes. Any physicaCDN domains, the Dyn domains have a low mapping
change could cause a cache inconsistency, leading to aflosstmnge frequencies: 0.4% with TTL larger than or equal to 300
service availability. Considering the large number of demaseconds; and close to zero with TTL less than 300 seconds.
names in classes 3, 4 and 5, the probability of a physid@bmpared with the actual change frequencies of CDN and
change happening per minute is close to one. TherefoByn domains, the corresponding TTL values are aggressively
maintaining strong cache consistency is essential to avaiahall, resulting in up to 10 and 25 times more DNS traffic than
connection loss. necessary. This redundant DNS traffic would be significantly
Logical Changes.The DN2IP mappings in classes 1 andeduced if server-initiated notification service were used
2 are changed frequently. In class 1, more than 70% domain®) Change Frequency vs. Domain Popularityithin each
changed their IP addresses during a one-day measuremenb domain group, we investigate the relationship between
Most changed domains have their change frequencies aromNRIP mapping change frequencies and domain popularities.
0.1% In class 2, only about 20% domains changed their [Phe measurement results ofcom domains are shown in
addresses during a three-day measurement, but most chargigdre 5. The results of other TLD domains are similar
domains have relatively high frequencies (e.g., 0.8). On a6 those of. com In classes 1 and 2 (most changes are
erage, the change frequencies of classes 1 and 2 are alggital changes), we observe that a more poplar domain tends
10% and 8%, much higher than the previous classes. Tieehave a higher change frequency than a less poplar one.
average life times of DN2IP mappings are 200 seconds amHis is because a popular Web site is prone to use CDN
750 seconds in classes 1 and 2, respectively. As shownoindynamic DNS techniques to improve its scalability and
Figure 3 (f), such frequent changes are mainly due to Wrformance. By contrast, in classes 3, 4 and 5 (most changes
address rotation (e.g., CDN’s load balancing over multiplgre physical changes), there is no strong correlation eetwe
hosts), and most of the DN2IP mapping changes are logigdlange frequencies and domain popularities. One exptanati
ones. The more detailed change frequencies of CDN and Digi this is that the the occurrence of mapping changes irethes
domains are illustrated in Figure 4. classes is sporadic—irregular and random—over the entire
As shown in Figure 4, CDN domains have very high changfmain space.
frequencies: 10% with TTLs between 0 and 60 seconds;
and close to 70% with TTLs between 60 and 300 seconds.
Two major CDN providers dominate the domains of the two V. DNS CACHE UPDATE PROTOCOL (DNSCUP)

ranges: Akamai with TTL 20 seconds; and Speedera with Basically, DNScup consists of three components, including

6442 domains changed every 200 seconds among all 803 domairtesi mapping cha}ngg detection module, Stat.e'traCking modude ‘?m
1. update notification module. The mapping change detection
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module is straightforward to implement, since only the awesource records are changed at very low rates, servexrdriv
thoritative DNS nameserver has the privilege to change a DN®alidation is an appropriate approach to maintainingregr
resource record. There are two ways for an authoritative DNSche consistency among DNS nameservers.
nameserver to change a DNS resource record: one is throughease [16] is a variant of server-driven invalidation mech-
manual reconfiguration, and the other is through the DNgism. A lease is a contract between a server and a client
dynamic update command suchresupdat e. During leased period, the client is promised to receive an

The update notification module is in charge of propagatirigvalidation notification if a leased object is changed. ldver,
update notifications. To reduce communication overhead aifidhe client does not have a lease or the lease has already
latency, we choose UDP as the primary transport carrier fexpired, the client must validate a cached object upon the
update propagation. TCP is used only when a firewall is s&trival of a query. The lease mechanism is thus a combination
on the path from the authoritative DNS nameserver to a DN# polling and invalidation approaches. A critical questin
cache. Also, we employ timers, retransmissions, and acknowapplying a lease mechanism is how to choose the appropriate
edgment mechanisms to achieve reliable communication fength of a lease. A long lease increases server storagdand t
cache updates. When a nameserver has sent a cache uptdatder of invalidation messages, while a short lease isesea
notification message but has not yet received the correappndhe number of object requests and lease renewal messages.
acknowledgment, it retransmits the message three timesebef A lease contract becomes valid either (1) upon the arrival
aborting cache update. The timer is doubled at each exgiratiof a new client request if the current lease expires, or (2)

The core of DNScup is the state-tracking module, whidpy the automatic renewal of an expired-to-be lease. The
keeps track of the recent visitors, i.e., the other DNS nami@sultant performance difference lies in the server strag
servers who query and cache a local resource record recerityerhead and the client-perceived latency. Because moSt DN
In the rest of the section, we detail our design on this madukesource records do not change often, minimizing consigten
and then we present the whole working procedure of DNScupaintenance cost is more important than reducing latemcy. |
our study, we always use the first approach to reducing server
storage overhead.

To maintain strong cache consistency, DNScup requires the

In general, there are three different approaches to maauthoritative DNS nameserver to keep track of the recent
taining strong cache consistency: adaptive TTL, pollingrg- visitors (i.e., local DNS nameservers) that access andecach
time, and invalidation. The major challenge of using TTL ta DNS resource record. Thecentin this context implies that
maintain cache consistency lies in the difficulty of settinghe cached records should have not yet expired in these local
an appropriate TTL value for a record. Adaptive TTL [7DNS nameservers’ caches. To make the presentation easier
adjusts the values of TTLs based on the prediction of recai understand, we refer to these local DNS nameservers, i.e.
lifetime, which has been applied in Web caching consistenogcent visitors, as DNS caches in the rest of the paper. We
management [8]. Adaptive TTL may keep the staleness ratesign a dynamic lease scheme to balance DNS nameserver
very low, but it cannot provide strong cache consistence TBtorage requirements and DNS traffic between the authweetat
polling-every-time approach is a simple strong consisten®NS nameserver and the DNS caches.
mechanism, which validates the freshness of the cached conBefore detailing the design of dynamic lease, we sketch the
tent at the arrival of every query. However, its fatal drawkba cache update process as follows. Once the authoritative DNS
lies in the poor scalability as shown in [20], incurring manypameserver has updated a DNS resource record either man-
more control messages, higher server workload and longeily or via an internal dynamic update message, it retseve
response time. The invalidation approach relies on theeserv , _ o _

In the context of DNS, the client of an authoritative DNS naerger is

t.o.notlfy the CI'_entS when an update happens, which is %’st a local DNS nameserver or another authoritative DNSeasanver that
ficient when objects are rarely updated. Because most DMries the authoritative DNS nameserver

A. Design Choices
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l LoDNg Cache) Ll The lease renewal message rate is defined as lease renewal

frequency. Since a lease is renewed at the interval-pfi,
the lease renewal message rafeis
1
M=—. @)
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Here we assume that the arrival of queries for a DNS
resource record follows a Poisson distribution. The tiaased
validation of this assumption is presented in Section V-A.

Theorem 1: For a given resource record with a query rate
A, the ratio between the reduction of message rate and the
) increase of lease probability is a constant, which is eqoal t
Cient A

Authoritative Nameserver \

e&{

1. DNS query (with request rate in local names
2. Granted Lease (with selected lease length).
3. DNS dynamic update message.

4. DNS cache update message.

' Proof: Suppose the lease length is increased frerto
Fig. 6.  DNScup update process. to. Given the query rate\, the increase of lease probability
on the nameserver is:

the track file and gets all local DNS nameservers that hayep — ¢, /¢, + l) —t/(t + l) - Atz — My _
queried this record whose leases have not yet expired (i.e., A A (A1) (M + 1)
DNS caches). The authoritative DNS nameserver then send3he reduction of message rate is:

cache update messages to these DNS caches through UDP. The My — Ay

notified DNS caches will update their cached DNS resouréeM = 1/(t1 + %) —1/(t2+ %) A A D £ 1)
records and acknowledge the authoritative DNS nameserver, hus. the ratio between the reductionlof messZ\ e rate and
The cache update process is shown as steps 3 and 4 in Fi rL ’ o 9

6, in which steps 1 and 2 are the process of granting a Iegﬁg increase of lease probability is equalito

to a DNS cache. u

From Theorem 1, we conclude that leases should be as-
signed to caches with higher query rates to maximize the
B. Lease Length Effectiveness message rate reduction. In Theorem 1, we ignore the cache

Lease storage overhead on the authoritative DNS naniedate messages in the calculation of the communication

server is represented by the probability of the namesenﬂ%’r‘e,rheaOI a”‘? the lease length is fixed. However, we have a
holding a lease for each DNS cache. Its upper bound is sir’mlar result if both query messages and update messages ar

indicating that the nameserver always keeps a lease fof@'sidered.
DNS cache. The communication overhead is represented bm'heorem 2: In lease-based Consistency schemes, if the re-

the query rate between the nameserver and its DNS cachegést rate), and the update datg, of each resource record
the lease length is much shorter than the lifetime of a r&soukgliow the Poisson distribution, the ratio between the dese

record, most messages will be renewal requests from DNP message rate and the increase of lease probability is a
caches and only very few invalidation and update messag@stant, which is equal t, - Ay

may be observed. In the following analyses, since our palcti Proof: Suppose a lease is assigned to a cache with length
algorithms always set the maximal lease length much smallerrhe change of the query rate from the cache is:
than the resource record lifetime, the communication caedh 1 A 1
incurred by invalidation and update messages from the ser\@e)\'q =X —1/(t+ )= — ——L— =X\ xt/(t+ —).
. Aq tx g+ 1 Aq
can be ignored. )
We assume that the query arrival rate from DNS caches fopd the change of the update rate from the server is:
a DNS resource record follows a Poisson distribution with an 1

[— N
average arrival rate of. The rationale behind this assumption BNy = duxt/(t+ Aq )

is two-fold: (1) a DNS resolution precedes the beginning of a The change of the lease probability in the server is:
session communication; and (2) Floyd and Paxson [29] have

shown that the session-level (like FTP and Telnet) arriage r AP=t/(t+ i).
still follows a Poisson distribution, although the packeival Aq
rate is non-Poisson. Then, the ratio between the decrease of message rate and
Since the time interval is exponentially distributed, thée increase of lease probability is:
time interval between two contiguous leases is equal to the AM U
average interval of two contiguous queriels, Suppose that N A
the authoritative DNS nameserver grants a fixed-lengtleleas m
t, at the arrival of a query. The expected probability for the varying lease length cannot have direct influence on the
nameserver to maintain the leagg, is thus effectiveness of dynamic lease, since it is only decidechiy t
1 guery rate and the update rate. If a lease is assigned to a cach
P=t/(t+ X)' (1) with highest\, - A, the cost-effectiveness is maximized.



C. Dynamic Lease Algorithms 2) Communication-constrained Dynamic Leasimilarly,

Assuming the overhead allowance (storage or communi¢iven the communication overhead allowance, we can design
tion) is pre-defined, we propose two dynamic lease algosthnn algorithm that minimizes the storage overhead. It is also
one minimizes the communication overhead given a constraff’-completeproblem, and we employ the greedy algorithm
on storage budget; and the other minimizes the storage oVér-find the optimal solution. Different from the storage-
head, given a constraint on communication traffic. WhethgPnstrained dynamic lease, at the beginning of the alguyith
or not a lease is signed between the DNS nameserver andllaDNS caches related to each resource record are granted
DNS cache is based on the DNS cache’s query rate, while #f&h the maximum-length leases. After that, we select thesDN
length of a lease is determined by the DN2IP mapping chang@che with the smallest query rate and deprive its lease. Thi
rate at the DNS nameserver. selection and deprivation continue until the communicatio

1) Storage-constrained Dynamic Lead®e define the stor- allowance is satisfied. In this way, we can guarantee that the
age overhead allowance as the maximal number of valigmber of leases maintained by the nameserver under the
leases that a nameserver can manage. Given the storg@@Mmunication constraint is minimal.
overhead allowanceé’,,.., the storage-constrained dynami
lease algorithm minimizes the message exchanges for gign
and keeping the leases at the nameserver.

. Working Procedure of DNScup

Suppose that a total of DNS resource record®; (i = I Query * Query Rate
1,...,n), are maintained on the authoritative DNS nameserver, Lease Initiation —easpn
each with maximal lease length;(i = 1, ...,n). Each record Respone + Le&®

R; is queried bym DNS caches”;(j = 1,...,m), with the
query rate)\;;. We defineM;; and P, ; as the query rate and
lease probability of record?; by cacheC;. Our objective
is to determine the appropriate lease length of every resour Joted ResOUTCE Reco*r
record for each DNS cactlig, in order to minimize the overall <Update [ropasar
communication overhead/,;, the sum ofM;;. The decision Acknowledgemem
should be made under the following constraints:

« for the recordR; and DNS cach€’;, the lease length;

rd

Lease

should be within the range of and L;; DNS Cache Authoritative Nameserver
« the total storage consumptidfy;; should be less than the Fig. 7. DNScup Procedure
predefined storage overhead allowatg, ., the sum of
Py Although dynamic lease is an optimal solution in theorysiti
Thus, the consistency maintenance problem can be definedaseasy to deploy in practice. This is because the paraseter
below: of dynamic lease such as query rates and update rates are not
n_m readily available. For the practical deployment of dynamic
minimize M, = Z ZMij, lease, we design a simplified dynamic lease in DNScup.
i=1 j=1 Figure 7 illustrates the working procedure of DNScup. There

are two major communication processes in this procedure:
L lease initiation and update propggation. The lease i'mitiait; _
P Z Z p.<p. prompted by a DNS cache ser_ldlng a query to the authoritative
all Y mar DNS nameserver. The query includes the local query rate on
] ) ] the cache as well as its domain name. The authoritative DNS
A consistency maintenance scheme that fulfills the aboMgme server evaluates the query rate by certain metrics (e.g
constraint is a feasible solution. We refer this kind of oplistrage or communication constraint) to make a decision on
mization as the storage-based lease problem (SLP). Sinee $faniing a lease to the DNS cache or not. If a lease is granted
is equivalent to a Knapsack problem, itis NP-complete, tsut i the DNS cache, the authoritative DNS nameserver records
approximation solution can be found by utilizing the greedy,» |p address of the DNS cache and the queried resource

algorithm. , o _ record. The decision on granting lease is piggybacked to the
If we have multiple records with different maximal Ieas%)NS cache with the response of the query.

lengths, we need to sort th%]g—f each of which is equal to

\i; based on Theorems 1 and 2, and then we grant the lease RC=2

to the DNS cache with the highest query rate. It is clear that, client Query

in order to reduce communication overhead, we should grant

the lease to the DNS cache with the highest query rate whenServer Respons

the lease probability is close to the storage constraint. RC=0 RC=0
If the nameserver always grants leases with their maximal

lengths to the DNS caches selected as above until reaching

the storage constraint, we can guarantee that the total querThe authoritative DNS nameserver initiates the update-prop

rate covered by leases is maximal. agation when one of its resource records has been changed.

subject to for anyR; andC;;,0 < l;; < L;,

i=1 j=1

| | .

e Lease/TTL Lease/TTL

Fig. 8. DNScup Cache Reference Counter.
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Notification messages, containing the updated resourcedec since this is the default setting in Mozilla. The query rate
are sent to the DNS caches with valid leases. All notifieidr each domain hame is computed by analyzing the first-day
DNS caches need to acknowledge the receipt of the updatees. For three categories of domain names (regular, CDN
message. The following two auxiliary functions are impotta and Dyn domains), we set different maximal lease lengthdase
to DNScup. on their DN2IP mapping change rates. The maximal length for

« Monitoring Query Rate at the DNS Cachie order to @ regular domain is set to six days, while those for DNS and
measure the query rate for a cached resource record, By domains are set to 200 and 6,000 seconds, respectively.
DNS cache uses a reference counter (RC) to record the
number of queries during a resource record’s lease (8" ppisson Distribution Validation

TTL period if no lease is signed yet). After the cached L
resource record expires, the DNS cache book-keeps the | "€ DNS query behavior is related to the Web request

RC with the domain name by either writing into a SpeCifit’;}11ccess pattern. As most Web browsers cache DNS responses,
file or keeping it at the cache for a certain perioot e time interval between two continuous queries for one
When the resource record is queried again, the num jomain name likely follows the Poisson distribution. We use
of queries during previous lease will be rétrieved angl€ mean of Coefficient of Variation (CV) to study the query

forwarded to the authoritative DNS nameserver. Upon tgerval_ d|s';r|tlr)1ut|on n ofu(r:VDN_tSh traces.tltzlgtl;re 9 ihO(\jNS tpe
arrival of the new response from the server, the count namics ot the mean o with respect o the cache duration

will be reset. Figure 8 illustrates the usage of referen@éthe client side. W't_h the increase of thg C"‘?”t cachetiura
counter. as the mean of CV_ is clos_er to 1 the time mterv_als are more
« Granting Leases in the Authoritative DNS NameservelllkeIy t(g foIIow_a P0|ss_0n distribution. Itis al_so noUcdetbhgt
Using dynamic lease, DNScup sets a threshold on cactﬁ'g 95% confidence interval of the mean is very small in all
query rate to determine whether or not the DNS nam&2ses:
server should grant a lease for a DNS cache. The dynamic

lease algorithm can be either evoked periodically tB. Experimental Results

recompute the threshold or kept running to adjust it On- \we introduce two relative system metrics to evaluate the
the-fly. In both designs, a query rate monitor maintaingase algorithms: storage percentage and query rate pegeen
the statistics of all related cache query rates as the inptffe storage percentage is defined as the ratio between the
for the dynamic lease algorithm. An initial value is sefymper of leases granted to querying DNS caches and the
as the threshold, which is adjusted later according to tig;ximal number of leases that an authoritative DNS name-

monitored query rates. server could grant. There are two extreme cases: (1) if the
authoritative DNS nameserver grants a lease to each query
V. PERFORMANCEEVALUATION and all its resource records have valid leases all the tihee, t

In this section, we evaluate the effectiveness of dynamstorage percentage is 100%; and (2) if no lease is granted
lease of DNScup via trace-driven simulation. Our DNS tracés any query, the storage percentage is 0. The query rate
were collected in an academic environment, where thrpercentage is defined as the ratio between the query ragaissu
local DNS nameservers provide DNS services for about tvimm a DNS cache and the maximal query rate that the DNS
thousand client machines. The one-week trace collectioncache could generate. If no lease is granted, the leasdthigor
from July 2, 2003 to July 9, 2003. Based on the DNS tracedegrades to the polling scheme and generates the maximal
we simulate a scenario in which a number of clients are usiggery rate. Thus, the query rate percentage becomes 100%
three local DNS nameservers. The local DNS nameservergler this extreme scenario.
decide whether or not granting a lease for one cached resourcWe compare the proposed dynamic lease scheme with the
record based on its query rate. simple fixed-length lease scheme, which grants the same

Considering the client caching effect on query intervals, wength lease to every incoming query, and the three adaptive
assume that clients cache each resource record for 15 mjnuease schemes [13], including random-space-based aéaptiv
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lease (Adaptive-RS), popularity-space-based adaptieselenegotiate the current leases.

(Adaptive-PS) and popularity-message-based adaptivee lea

(Adaptive-PM). Adaptive-RS equally assigns lease by ran- VI. PROTOTYPEIMPLEMENTATION
domly selecting caches; Adaptive-PS takes the DNS record

p_opularities into considelration, a}nd tune the selectiq)bm We have built our DNScup prototype on top of BIND

bility of a record proportional to its popularity; Adapth®M g 5 3 |n this section, we first present the extension on the
adjusts the lease length proportionally to the correspandipns message format to support DNScup mechanism. Then,
DNS record popularity. Our simulation results clearly shoye gescribe the structure of the DNScup prototype. Finally,
that the performance of dynamic lease is superior to those\@f yiscuss the security issue related to DNScup. Note that

the Adaptive-RS and the fixed-length lease, and also istetig\scup only keeps cached resource records with valid leases
than those of Adaptive-PS and Adaptive-PM when the storaggqated, and the rest of the cached resource records Btill re
percentage is small. Figures 10 and 11 illustrate the stoala 54 the TTL mechanism to refresh themselves.

results of regular domains based on the traces at threedtiffe
DNS nameservers. Note that the X-axis in Figure 11 is i Message Formats
logarithmic scale. For CDN and Dyn domains, we have similar 9

results. Due to space limit, we do not present them here.in ouIn the header of DNS messages, a 1-bit fiilis used to
trace-driven experiments, the storage percentage is leolatd Specify whether it is a query (0) or a response (1). A 4-bit
60%, since in pratice only a portion of resource records haffgld OPCODE is used to specify the type of the message. In
valid leases at a time. current implementation of BIND, only types 0, 1, 2, 4 and 5

Dynamic lease is effective in reducing storage overhea®f€ used and the rest are reserved for future use. To support
As shown in Figure 10 (a), under the query rate percentag®Scup, a new opcode 6 in the query/response headers is
of 20%, the storage percentage of dynamic lease is 1dptroduced for lease negotiation. Each DNS query includes
while the storage percentages are 58%, 47%, 28%, and 24w query rate originated from the local clients, and thergjue
for Adaptive-RS, Fixed lease, Adaptive-PM, and Adapti-Prate is expressed in a new 16-bit figRiRC (recent reference
respectively. At the same time, dynamic lease is also é@ffectcounter) with the domain name being queried at the question
in reducing communication overhead. As shown in Figu&ection. The authoritative DNS nameserver uSPEODE 6
11 (a), under the storage percentage of 0.5%, the query fsxdhe response header to indicate that the lease informatio
percentage of dynamic lease is 77% while for Fixed leasd$, included. If a lease is granted, its duration is specifed i
Adaptive-RS, Adaptive-PS, and Adaptive-PM, they are 100%eW 16-bit fieldLLT (lease length time) at the answer section.
99%, 91%, and 90%, respectively.

In another set of experiments, we evaluate the performance
of different lease schemes under the given DNS record change
rate at the server-side. No lease will be granted to a cache
if its query rate is lower than the change rate of a DNS

ID: (new)
op: CACHE-UPDATE(7)
Zone zcount: 1

record. We only present the results based on the DNS traces Zone zname: (zone name)
collected at nameserver |, since we have similar results at Zone zclass:  (zone class)
other nameservers. Figure 12 shows the storage requirsment Zone ztype:  T_SOA

of lease schemes under the three different record change
rates: once per day, 10 times per day, and 20 times per day,
respectively. Figure 13 shows the corresponding query rateInthe BIND 9.2.3 implementation, a message VEPOODE
reductions. The dynamic lease is better than other schemes“r is used for the internal master-slave notification. Idewr

most cases. The differences become more obvious with tt e : : )
. ) . . ... _to deal with the wide-area DNS cache update propagation, we
increase of the change rates. Since the server-side ntitifica

messages increase the query rate, two schemes, the fixed Ig%I ne a new type of message calledCHE- UPDATE. This

and Adaptive-PM, have higher query rates if short leasetten message has fhe,,same. fields as those RBATE message
) . : . : lgmcept for the “op” field in the message header, which is shown
is used. It is noticeable that the fixed lease and Adaptive-PM _
. . : in Figure 14.
are slightly better when their storage requirements arseclo
to the maximal value, as shown in Figures 12(b) and (c).
In our experiments, due to the limitation of the trace lengf- Structure of DNScup Prototype

(seven days), the maximal length for regular domains isWe have modified the prompt notification of the zone
relatively small. Since regular domains seldom change thaeiechanism in the BIND 9.2.3 implementation. According to
DN2IP mappings, we may use a much higher lease lengthdor design, three core components of DNScup have been
gain a better performance. Note that the lease selectionrin added to BIND 9.2.3, including the detection module, the
experiment is done off-line based on the trace analyses, distening module, and the notification module. The detectio
the lease length remains constant. In reality, a DNS caclye nmaodule detects a DNS record change; the listening mod-
monitor the rates of cached records in the incoming queriede monitors incoming DNS queries and updates the track
When it detects a significant change in query rates, the DNi2 when necessary; and the notification module propagates

cache will notify the authoritative DNS nameserver to rddNS CACHE- UPDATE messages. The normal DNS operations

Fig. 14. Format of &CACHE- UPDATE Message Header
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remain intact. The interactions among all components aaddresses, we run a master authoritative DNS nameserver and
illustrated in Figure 15. its two slaves on a machine. The root nameserver and two DNS
For DNS resource records of the authoritative DNS nameaches are mimicked at three different machines, respgtiv
server, thenamed daemon creates a database file to keep tratke machines used in our experiments are 1GHz Pentium llls
of the incoming DNS queries. Each tuple in this file consistsith 128MB RAM running RedHat Linux 9.1, connected by a
of five fields, which are the source IP address, queried zob@0 Mbps Ethernet. From IRcache [4] proxy traces, we select
name, query type, query time, and lease length. When a D& most popular domain names (46 if excluding "localhost”
guery comes in, thaamned first decides if a lease should beand three individual IP addresses). A total of 40 zones are
granted based on the query rate carried with the query. If yesnstructed for the 46 domain names on the authoritative DNS
a new tuple is added to the track file, and the correspondingmeservers, with their glues recorded on the root serber. T
response is sent back. zone file data are collected through issuing necessaryeagueri
to the Internet.

C. Secure DNScup
In our current implementation, we transmit DNS messages—22

| DNScup (Bytes)| TTL (Bytes) | Increment |

in plain text for simplicity and efficiency. However, to peat Bmg ?:Seprgnse 24107'?8 23&;?7 1695;?
DNS caches against poisoned CACHE-UPDATE messages$ cache update 80.3 - -
originated from a compromised DNS nameserver, we need a_cache update ack 25.0 - -
secure communication channel for cache update. Fortynatel TABLE 1|

DNSSEC [14] and the secure DNS Dynamic Update proto- AVERAGE MESSAGEOVERHEAD OF DNSCuP

cols [38] have been proposed. Coupled with the proposed
secure DNS mechanisms, DNScup can achieve a secure caclithe average lengths of different messages in DNScup are

update without much difficulty. shown in Table Il. Compared with the existing TTL-based
mechanism, the sizes of both query and response messages

D. Experimental Results are increased due to the addition of new fields. However, they
are still far below the limitation set by RFC 1035 [23]—a DNS

message carried in UDP cannot exceed 512 bytes. Both cache

update and its acknowledgment messages are small, having
sizes similar to those of messages in the DNS dynamic update
protocol [31].

\ In order to measure the processing overhead of DNS

master
ame Serve Name Setver queries, we set two timers in Bind 9.2.3, one right after
save receiving a query and the other right before the correspandi
Fig. 16. DNScup Implementation Testbed response is sent out. The two DNS caches repeat sending
queries to the master authoritative DNS nameserver for éhe 4
We examine our prototype implementation in a testbed—eallected domain names. After each round, we flush out their
hierarchy of DNS nameservers in a LAN environment. Theached contents so that the authoritative DNS nameseraer ca
testbed is shown in Figure 16. By utilizing multiple virtu® continuously receive and process the queries. Figure Wwssho

Name Serve
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the CDF of processing times of 5,000 continuous queries withat DNScup achieves the strong cache consistency in DNS
and without DNScup support, respectively. Although DNScugnd significantly improves its availability, performanceda
needs to maintain the query rate statistics, the differencescalability.

computational overhead between TTL and DNScup is hardly
noticeable.
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Fig. 17. DNS nameserver processing overhead: DNScup vs TTL
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VIl. CONCLUSION
El
In this paper, we have proposed a DNS cache update
protocol, calledDNScup working as middleware to maintain
strong consistency in DNS caches. To investigate the dysganiLo0]
of DN2IP mapping changes, we have conducted a wide range
of DNS measurements. Our major findings are summarized;ag
follows:

« While the physical mapping changes per Web domaf'pz]
name rarely happen, the probability of a physical change
per minute within a class is close to one.

o Compared with the frequencies of logical mappin
changes, the values of the corresponding TTLs are much
smaller, resulting in a large amount of redundant DNS
traffic. [14]

o The TTL value of a Web domain name is independent qix;)
its popularity, but its logical mapping change frequency
is dependent on the popularity of the Web domain.

Based on our measurements, we conclude that maintaining
strong cache consistency is essential to prevent potémsists
of service availability. Furthermore, with strong cachasie-
tency support, CDNs and other mechanisms can provide fine-
grained load-balance, quick responsiveness to netwoltkdai [18]
or flash crowd, and end-to-end mobility, without degradimeg t
scalability and performance of DNS.

To keep track of the local DNS nameservers whodéf]

clients need strong cache consistency for always-on latern

[17]

ronments, and William Bynum for his valuable comments.
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