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Abstract— As a family of wireless local area network (WLAN) frequent waking up and sleeping of WNIs may result in serious
protocols between physical layer and higher-layer protocls, performance degradation and may even increase overatjener
IEEE 802.11 has to accommodate the features and requirement consumption in mobile devices [4], [16]. Furthermore, to

of both ends. However, current practice has addressed the . th hout and red i f clients. VNI
problems separately and is far from being satisfactory. On oe Improve throughput and redauce response ime ot clients,

end, due to varying channel conditions, WLANs have to provie Should always stay awake in TCP sessions to generate timely
multiple data channel rates to support various signal qualies. TCP acknowledgments [16]. The attempt to sleep, which
A low channel rate station not only suffers low throughput, bt induces a delay in the generation of ACKs, will adversely
also significantly degrades the throughput of other statios. On affect TCP throughput. In other words, during an ongoing TCP

the other end, TCP is not energy efficient running on 802.11. . . e
In a TCP session, a wireless network interface (WNI) has to S€SSION, the WNI has to be always active. Thus, a significant

stay awake to generate timely acknowledgments, and hencéiet  Portion of power is wasted on channel listening, which w¢ cal
energy is wasted by channel listening during idle awake time  theidle communication poweof a station.

_Inthis paper, considering the needs of both ends, we utilizthe In addition to battery power, mobile devices are very sus-
idle communication power of the WNI to improve the throughput ceptible to physical signal quality degradations such dg

and energy efficiency of stations in WLANs with multiple chamel . - . :

rates. We characterize the energy efficiency as energy per tbi a_lttenuat_lon, and interference. Due to varying channel leo_nd
instead of energy per second. Based on modeling and analysis tions, wireless local area networks (WLANSs) have to provide
we propose a data forwarding mechanism and an energy-aware multiple data channel rates to support various signal ties/i
channel allocation mechanism. In such a system, a high chash such as IEEE 802.11a (6-54 Mbps, 8 levels) and IEEE 802.11b
rate station relays data frames between its neighboring stions (1-11 Mbps, 4 levels). The basic IEEE 802.11 channel access

with low channel rates and the Access Point, improving their e
throughput and energy efficiency. Different from traditional method guarantees an equal channel access probabilitg in th

re|aying approaches’ our scheme Compensates for the energylong'term to a” StatlonS S'nce a IOW Channel I’ate Stat'on
consumption for data forwarding. The forwarding station obtains takes a much longer time to receive or transmit one data

additional channel access time from its beneficiaries, leaug to  frame, it occupies a longer channel access time and pesalize
the iincrease of its own throughput without compromising its — giations with high channel rates. Therefore, low channiel ra

energy efficiency. We implement a prototype of our proposed .
system and evaluate it through extensive experiments. Ouiesults stations not only suffer low throughput themselves, bué als

show significant performance improvements for both low and Significantly degrade throughput of other stations, ands thu
high channel rate stations. the entire WLAN [9]. To address this performance anomaly

in multi-rate WLANS, a time-based fairness channel access
method [27] has been proposed, in which each station equally
Mobile devices are usually driven by battery power. Dueccupies the channel with other stations, regardless afrada
to limited battery capacity, it is essential to reduce poweates. However, while the time-based scheme protects high
consumption of mobile devices without degrading their erf channel rate stations from dramatic performance degi@dati
mance. In mobile communications, wireless network inta&$a it aggravates the throughput of stations with low channelsa
(WNIs) consume a significant portion of energy. For instance In this paper, we utilize idle communication power to
the energy consumed by WNIs can account for more thanprove throughput and energy efficiency of mobile stations
50% of the energy consumption in handheld computers amdmulti-rate WLANS. Instead of simply measuring the energy
up to 10% in laptop computers [4], [18]. As shown in [26]consumed on WNIs per second, we characterize the energy
the energy consumption of WNIs is dominated by the idlefficiency in wireless communications as energy per bitclwhi
time of WNIs, instead of the amount of transferred dataeflects the actual performance demands that users caré abou
To save energy in wireless devices, the basic principle is &nce the WNI of a mobile station with a high channel rate
put the WNI into sleep mode when it is idle, e.g., IEEHEs idle in most time, it can forward data frames as a proxy
802.11 power saving mechanism [22]. Nonetheless, due ltetween its neighboring stations with low channel rates and
the overhead of mode switching and lagged data receptitime Access Point. Due to proximity, the channel rates batwee
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the proxy and its clients are much higher than those betwesxists even in a small room, because of the signal strength
the clients and the Access Point. Therefore, with the proxy f diversity caused by noise, interference, multi-path, asdru
warding mechanism, we can significantly improve the networkobility. In [27], the authors also showed that wirelessreha
performance and energy efficiency of mobile clients. Beeausels are often saturated due to channel contention among
the proxy consumes additional energy for data forwardindifferent users.
we propose an energy-aware channel allocation scheme, itHeusse et al. [9] identified a performance anomaly in
which the proxy obtains additional channel occupancy tin@02.11b that supports four different channel rates. A neobil
from its clients, resulting in the increase of its own thrbpgt station transmitting at 1 Mbps degrades the throughput of
without loss of its energy efficiency. Under such an incantivstations with high channel rates (e.g., 11 Mbps) down below
mechanism, the forwarding service [@ofitable and thus 1 Mbps. The main reason is that a mobile station with lower
becomes a resource that stations wantampetefor, which channel rate takes much longer time to transmit or receive a
is different from previous multi-hop routing algorithms &l data frame, and hence, it occupies much more channel time
hoc networks. To ensure the fairness of this competition, vlegan higher channel rate stations. To address this anofaaly,
propose an auction-based mechanism for proxy selection. and Guttag [27] proposed a time-based fairness scheduling
Based on the proposed mathematical model, we analyagorithm in multi-rate WLANS. In their algorithm, channel
performance gains of proxies and clients in WLANs with thaccess time is equally allocated among all stations with
support of multi-hop relay and channel time allocation. Thdifferent channel rates. Thus, high channel rate statioas a
analytical results give theoretical bounds of performagmas shielded from throughput degradation, but the performarice
under different circumstances. According to the theoaéticlow channel rate stations is decreased.
guideline, we elaborate the system design, which consfsts olEEE 802.11 supports a power saving mechanism [22].
three components: (1) a proxy selection algorithm to choo®éhen a mobile station has no communication workload, it may
relay stations for low channel rate stations; (2) a mulfp-hoswitch to power saving mode and notify the Access Point to
forwarding algorithm to provide reliable communication abuffer incoming data for it during its sleeping time. In 8D2.
the MAC layer and coordinate intermediate stations aloyLANSs, the Access Point periodically broadcasts beacon
a forwarding path; (3) a token-based, energy-aware channmessages so that mobile stations can synchronize thekscloc
allocation algorithm to provide channel occupancy time €onin each beacon message, the Access Point also transmits a
pensation to forwarding stations under time-based fagrmesl traffic indication map which contains a list of stations that
max-min fairness. have data frames buffered at the Access Point. A mobilestati
To evaluate the proposed system, we implement a prototyipepower saving mode periodically wakes up and listens to
and conduct extensive experiments on our testbed. Ouriexptre beacon message. If there are data frames buffered at the
mental results show that integrating the proxy forwarding a Access Point for it, the station polls the Access Point, and
energy-aware channel allocation schemes, high chanrel ridien the Access Point transmits the data frames to the rstatio
mobile stations (proxies) not only significantly improveeth Afterwards the station returns to sleep mode again.
network performance and energy efficiency of low channel rat IEEE 802.11 power saving mode may significantly degrade
mobile stations (clients), but also increase their ownufgle the network performance in TCP [16] or RPC [4]. This is
put and the aggregate throughput of the entire WLAN, withobiecause it increases the round-trip-time (RTT) to the beaco
compromising their energy efficiency. Compared with timanterval (about 100 ms), which is much greater than a typical
based fairness scheduling, the client and proxy throughpurtd-to-end RTT over the Internet. In [16], the authors demon
can be improved by 138% and by 23% respectively, and thrated the performance degradation of Web access caused
aggregate throughput of the entire WLAN can be improvday power saving mode, and proposed a bounded slowdown
by 79%. protocol to resolve the problem by adapting the sleep and
The remainder of this paper is organized as follows. Sectiawake durations based on the prediction of network acviti
Il surveys related work. Section Il discusses our motwati Anand et al. [4] have shown the performance degradation of
Section IV describes our system model and performand®P-based RPC calls caused by power saving mode, and
metrics. Section V presents the proxy forwarding and energyresented a self-tuning power management approach to-adapt
aware token rewarding mechanisms. Section VI details oimg the behaviors of a mobile station to the access patterns
system design. We implement a prototype of the proposadd intents of its applications. Note that these solutioms a
system and validate its efficacy on our testbed in Section Vtrthogonal to our idle communication power exploitation,
and make concluding remarks in Section VIII. and can be integrated with our proposed schemes for better
network performance and power savings.
Exploiting spatial reuse in cellular networks, Hsieh and
Most current WLANs support multiple channel rates foSivakumar [12] have studied multi-hop ad hoc models to
mobile stations with different signal qualities. In outdooimprove network throughput and reduce energy consumption
WLANSs, radio signal strength attenuates rapidly when tHer stations with poor signal qualities. However, spatelise
propagation distance increases. Studies [15], [27] haweish is infeasible in WLANs because of the channel overlapping
that rate diversity is prevalent in many indoor WLANs angroblem. In [21], a unified cellular and ad-hoc network archi
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tecture has been presented, using both a 3G cellular netwitskdata transmission rate through a high channel-rate path
interface and a 802.11 network interface. In [29], a relagomposed of proxies; then it will bein-win scenario.
enabled MAC protocol is proposed for ad hoc networks. In A mobile station always desires a high throughput and low
[19], the authors proposed a multi-hop WLAN architecturd arenergy consumption. The efficiency of energy utilizatiopae
demonstrated its benefits to wireless clients. Howevereradn a little more careful consideration. Energy consumption ca
these solutions can provide effective incentive mechasiem be expressed as energy consumed per unit time, or energy
encourage stations to relay data for other stations. Inrasfagt consumed per data volume. A fixed data transmission rate for
our approach quantitatively compensates proxy stations &ymobile station gives us an illusion that a user cares about
rewarding them with additional channel occupancy time tnergy consumption per unit time, which is not always true.
improve their own throughput without compromising energWe believe that the user actually cares more about how much
efficiency. energy consumed for a certain amount of data communicated,

To improve TCP performance in the wireless WAN enbecause the WNI can be put into sleep mode or turned off
vironment, instead of WLAN, a proxy-based TCP PRISMvhen it has no communication workload. We defineg¢hergy
[14] has been proposed, in which multi-homed mobile staHility of the WNI of a mobile station as the average number
tions utilize the diversity of wireless WAN connections foof effective bits transmitted/received per unit energy whiee
masking adverse effects upon network performance. Besigesver is on. Thus, the best way to save energy is to reduce
the closely related work mentioned above, extensive rekeathe energy cost of every effective bit or increase the energy
has been conducted to investigate network performance aiity, and turn off the WNI when the communication session
power consumption in mobile systems, such as [18], [25], ateyminates.

[26]. Moreover, a variety of transport-layer enhancembate  To encourage a high channel rate station to relay data for
also been developed to improve networking performance owrow channel rate station, its energy utility should not be
wireless links, such as [5], [6], [7], [10], [11], [13], [17]20], reduced. A WNI can work in three modes with different
[24], and [28]. power consumption levels: transmission, receivinghistg,
and sleep mode. The power consumption of transmission mode
I1l. M OTIVATION AND RATIONALE is usually much higher than that of receiving/listening mod
1. Thus, the energy utility of a high channel rate station

In this section, we describe the rationale behind the pr@ill be lowered if it relays for a low channel rate station
posed data forwarding and channel access time compensafigthout any compensation. However, if the low channel rate
mechanisms. We have two observations. First, a mobilestatitation contributes a fraction of its allotted time slotsthe
involved in a TCP session has to stay awake to genergi®xy station, the proxy station can use these bonus time
timely acknowledgments (ACKs) upon data arrivals. Channglots for its own communication, leading to the increase of
listening consumes a considerable amount of energy. Seaoniis throughput and the decrease of its WNI working time. As
mobile station with a low channel rate significantly reduttes 3 result, although the proxy station spends extra energihéor
throughput of stations with high channel rates and plummetata forwarding service, its energy utility can remain éhtar
the aggregate throughput of the entire WLAN. even increase.

One solution to these problems would be to recruit mobile
stations with high channel rates to harvest their idle timé a
forward data frames for the mobile stations with low channel We now focus on network description and basic notations
rates. A low channel rate station improves its throughpatavi before we proceed to discuss protocol design. The WLAN in
much higher channel-rate path. However, a high channel rggnsideration is composed of &tcess PoinfAP), Sy, andn
station has to consume extra energy on forwarding data sanfe > 2) mobile stationgdenoted astationsin the remainder
for the low channel rate stations, which it may be unwilliog tof this paper),Si, Sa, ..., S,. The radio channel is shared by
do. Instead of forcing the high channel rate stations tofseer all stations and the Access Point. Two statidhsand S; can
their energy for data relay, the low channel rate stationsish communicate with each other at a channel r&ig (i # j
compensate a certain amount of time slots to the high chanagH0 < i, < n). Specifically, each statios; (1 < i < n)
rate stations, and hence, at least the high channel raternstatcan communicate with the AP with channel rdtg;, and we
will not be penalized by being helpful. denoteR, ; as R; for simplicity.

Initially, each mobile station should be assigned the samel€t F; be the power consumption (energy per second) of
amount of channel access time for data communication, f@-station in the transmission mode, afitl be the power
lowing the rule of time-based fairness [27]. In our schem&onsumption of a station in the listening or data receiving
the allotted time for each station can be traded for highBtode. Assume?’, = aP, (o > 1). We further assume the
throughput. A mobile station can improve its throughputeit fraction of allocated channel occupancy time of statspms ¢;,
by obtaining more time slots for its own communication or bif Which the fraction for data transmitting i (0 < f; < 1).
increasing the channel rate at which its data are tranginifte _ . . :

For example, the typical power consumption of the Cisco héto350

a high channel r‘?‘te station obtains extra time SlOItS from I%’tgries WNI is 450 mA at transmission mode, 270 mA at receflistgning
channel rate stations, and a low channel rate station iseseamode, and 15 mA at sleep mode (all under 5V DC) [1].

IV. SYSTEM MODEL AND PERFORMANCEMETRICS



TABLE |
SYMBOLS AND NOTATIONS

Low rate chanel 7

symbol [| meaning and unit %/ @ @

|
P(S:) power consumption of statiofi; (Joule/sec) High rate chanel 2 :
T(S:) throughput of statiors; (bit/sec) AP proxy client
E(S;) energy utility of stationS; (bit/Joule)

R; ; the channel rate between statién and.S; (bit/sec) Fig. 1. S, forwards data forS,

fi the fraction of outgoing traffic ir5;'s workload

t; the allocated time of;

:cjk the fraction of channel time during which the A. Channel Occupancy Time Allocation

traffic of S; is forwarded betweei$; and Sy, . . . . .

v the fraction of channel time thaf; rewardss; Assuming that. thg tlme.-based fairness schgdullng is en-
U(S;) || utilization of allocated time of statioi); abled, each station is assigned an equal fraction of channel
g%(Si) the throughput gain whe; has no clients time in units of time slot. In such a WLAN, a statidf), that
Zgg?; :ﬂ: fh’:gfgyhgﬂlt'téa?g'gs"f’he“& has no clients can communicate with AP at a high channel rate can work as
gu(S;) || the energy utility gain ofS; the proxy stationfor a stationS, that can only communicate

with AP at low channel rates, as long as the proxy and client
can communicate with each other at high channel rates, as
In time-based fairness scheduling [27], each station iglasd shown in Figure 1. To enable such a service, the time slot$ use
the same fraction of channel time. Thus, = At = % for data forwarding should come from the time slots of the
(1 < i <n), and we also have the boufid ¢; < % client stations Meanwhile, since transmitting data for clients
Based on the energy consumption of a statfhrper unit consumes its energy, the proxy station should be rewarded
time, P(S;), we define two performance metrics for a wirelesadditional time slots from its client stations for compeiwa
station as follows: We define the fraction of channel time that a cliéjtrewards
« ThroughputT'(S;), the number of effective bits a stationitS Proxy S, to keep the energy utility of;, unchanged as the
transmits and receives per unit tinfe; cost price(or valuation) of the forwarding service, denoted as

« Energy utility E(S;), the average number of effectivecost(p, q).
bits per unit energy. That ig5(S;) = L5 We define the fraction of channel time that a station is
' A igned by the time-based fai heduling aastsigned
According to the assumptions of our model, we have assigne yt eltlme ased farness scheduling aassigne
time of the station, and the fraction of channel time that a

P(S;) = Ptifi+P.(1—-t:fs) station can use for its own communication as¢ffective time
= P11+ (a—1)t;f,), of the station. We also define the fraction of channel timé tha
T(S;) = Rt (IV.1) a client rewards each of its proxies as figsvarding timeto
E(S) = mooprTes the proxy or therewarded timeof that proxy. The effective
fi time of a proxy is its assigned time plus all rewarded time
wherel < i < n. from its clients. The effective time of a client is its assign

‘We can compare the original time-based fairess schefiifie subtracting the fraction of channel time it rewards its
with our new scheme by considering the performance gain pfoxies and the fraction of channel time for its data relgyin

terms of throughput and energy utility: (transmitting or receiving) between the AP and the immediat
gy — TS proxy of the client felaying tim§.
gr(5) = T18:) 2 (IV.2) We further define the sum of a station’s assigned time
9e(5i) = %a according to time-based fairness scheduling and its rexdard

where P(S;), T(S;), E(Si) and P'(S;), T'(S), E'(S;), time from its clients as thallocated timeof the station, which

k iigan be used for its own communication or be rewarded to its
are the power consumption, throughput, and energy utili

. . . . proxies. Therefore, we define thailization of the allocated
of a station S; before and after a forwarding service it; . . . . .
. . . . . time of a stations;, U(.S;), as the ratio of its effective time
provides/receives, respectively. Table | lists the notetithat . .
. ! . to its allocated time.
are used in the following analysis.

B. Performance Gain Analysis for One-hop Rela
V. CHANNEL ALLOCATION FOR MULTI-HOP FORWARDING Y P y

First, we consider one client and one proxy for simplicity.

In thi_s sectio_n we investi_gate the chan_r!el allocation f{qq me client statiors, is relayed by proxy statios,. The
supporting multi-hop forwarding. More specifically, how afu assigned time ob;, should be divided into three pieces:
time a low rate station has to offer the high rate station for

the forwarding service so that the latter will not be perediz tg=Al =x0p + Tpq + Yy, (V.3)
We analyze a simple one-hop case first, and then extend \tNI"ﬁz

one-ho relay to the aeneral case of multi-hob rela ere xo, is the fraction of channel time used for data
P y 9 P Y- relaying between APYy) and proxy statiorb, (relaying time),

2The bits for MAC level retransmission and the forwardingadtar other  £p.q is th_e _fraCtion_ (_)f channel time that C"en_t statidf
stations are not counted as effective bits. is transmitting/receiving data to the proxy station (efifee



assigned time of, effective time ofS, Wheret{) = fp(At+yg)+qu07p+ (1—fq)zp q is the total time

S, At At Y| %, of proxy Sp used for dgta j[ransmission. tg, fp(At +y) is
— the time thatS,, transmits its own upstream workload to AP,
ﬁ> relaying time oS, ¢ 2, is the time thats,, forwards the upstream workload of
S| %, ‘ X0 |y X S, to AP, andz, , is the time thatS, forwards the downstream
: : — workload of S, to S,.
assigned time o, effective time of5, Resolving Equations V.3, V.5, and V.6, we have
Fig. 2. Channel time allocation T'(8,) = At
9 (Sa) T b DAH G+ 1L)
U(S ) _ =z _ T'(Sq)
time), andyg is the fraction of channel time that the client a Al T Ty .Al
— P,q
station compensateﬁp (rewarding time). The utilization of = RoptRpqt (@ DA(I—fq)Rp,q+fqRo,p)’
S,'s allocated time is/(S,) = “zt. Yy = tpla—=1)(fgmop + (1 = fo)Tp,q)
The effective time ofS), is = At(a-— 1)T’(Sq)(% + ;—f"),
0,p P,q (V 8)
— q — q .
t, =tp +yl = At +yl, (V.4) wherey? = cost(p, q). According to Equation 1V.2, for client

wheret,, is its assigned time angf! is its rewarded time from stationS,, we have

client S,. The utilization ofS,’s allocated time is 1 since it S) = Eeags,)

can use all its assigned time and rewarded time for its own gr(8,) = Ro.q (), (a—D)Atfitl (V.9)
communication. Figure 2 shows the channel time allocation i 98(Sq) = FLU(S) o ym—n Ay, 1

one-hop proxy forwarding. -

Lemma 1:In one-hop forwarding, the allocated time uti- U(s
lization, rewarding time, throughput gain and energy tytili
gain of a clientS; when it pays the cost price to its pro¥,
for the forwarding service are

1) andgr(S,) increase with the increase in the number
of stations (the decrease dft) inRthe V}\%/LAN We have
U(S,) < g and gr(S,) < Sl ey ol Relaying

is only useful when the throughput gain-(S S > 1. Since

Ro. o Y
U, = Ro’erRp’q+(a71)A§[;qu)q+(1ifq)Ro’p], U(Sy) <1, fg >0, by_ examining Equation V9 we have
ya = (AD2U(Sy)Rpqla — 1)( fo 4 1—fq) ge(Sq) > gr(Sy). That is, relaying can always increase the
P Ry P Rop = Rpa? energy utility of a client station as long as its throughpan c
gr(Sq) = go qU(S ); DAL 1 be improved.
9e(Sq) = Rz:ZU(Sq)m. For a special case wheR, , = R, 4, we have

: i i i q _ (a—=1)At 0 < vl 1
Proof: Two constraints dictate how much time a low rate | Yp 2+ (a—1) AL’ Yp = (a+3’%’

station has to olffertp a high rate statio_n: (1) every cIi@amis_n T'(Sy) = zf(;}f"l’fm, 0 < T'(Sq) < 5355,

allocates sufficient time for the transmission and forwagaf U(S,) = 2+(a171)At’ a+3 <U(S, %,

its data; (2) the energy utility of the high rate station réma B L Roy (V.10)

91(Sq) = TFena R
the same. 2t(a1)At Fo,q”
) 2 R()p (S)<1R0,p
First, we have TP Roy = 9T 2 R0y’
gu(Sy) = Sate-DA Rop
T'(Sq) = wo,pRo,p = Tp,qRp.g; (V.5) ! Ho=DAIH o) Rog

hich imoli h he fl . h h | h A proxy station can serve multiple clients at the same time,
which implies that the flow rate in each hop along thg,q hese client stations may have different channel rates

forwarding path of cIienG_q_ are equal. ) and different data transmitting/receiving ratios. We héve
Second, the energy utility of the proxy is unchanged, thfgllowing lemma

'S, the cost price of, s_grvingSq Is the rewarding time of, Lemma 2:Assume statiorb,, provides forwarding services
to keep the energy utility of, unchanged to & client stationsS,,, Sy, ... S, (k > 1), and these client
E(S,) = E'(S,). (V.6) stations independently contribute their rewarding timeSto

to keep the energy utility of,, unchanged, we have
Equation IV.1 gives the power consumption, throughput and

energy utility of S, when it has no clients. Denote the power| U(Sy) = 1,

consumption, throughput and energy utility 8f when S, gr(Sp) = 1+ (a—1) Zle T’(Sqi)(gzip + lR_p—f:?),
serves clientS, as P'(S,), T'(Sp), and E'(S,), respectively, ge(S,) = 1, 7 h
we have

where T"(S,,) is the throughput of clientS,, (1 < i < k)

— 1t . Z

P:(SP) = P(l+(a 135’)’ when the forwarding service is on.

T'(S,) = },f,((s ))(At +yd), (V.7) Proof: It is easy to see thdf (S,) = 1 andgg(S,) = 1.
E'(Sp) T7(5,) Since each client rewards, independently, similar to the last



formula in Equation V.8, we have wherey? = At(a — 1)T"(Sq, ) (5 fo 4 1R fq’) T'(Sy,) is
1 1,4 )
TN e VF T W ot IO LIRNY the throughput ofS,, when it is forwarded bys;, ands;; is
o Y the next hop statlon of; to reachS,,

= - Proof: For stationS; (i > 1) that is relayed by stations

(a_l)(fq"wo’;jk(l_fq’“)mp'q’“) Si, ..., S;_1, we have
i = Db tl[ifgfolp;(l S ti = (@1 + g 1) i+ W+ Fyig). (V13)
The effective time ofS), is ¢/, = ¢, + Zle y%. Thus, we The flow rate_ofSi’s own traffic in each hop along the
have forwarding path is equal, so we have
gT(Sp) = Tf((; )) = p =1+ X 1yp TI(SZ') = xé,lRO-,l == 171:72,1'71&72,141 = xé—l,iRifl,i-

(V.14)
For a relaying station of;, S; (0 < j < ¢), whenS; has
m no clients, we have

% 1—fa;
= 1+ (CY - 1)At Zl 1 TI(S%)(]go + R:D{qi, )

In caseRy;, = R, (1 <i< k), we have

P(S;) = RALf;U(S;) + P(1 - AtLf;)

- kAt — PlY (a— D)AL,U(S)). (V.15)
91(Sp) =1+ (@ =157 (a —1)At (V.11) T(S;) = R(S;)AU(S)),
SincekAt = £ < 1, g7(S,) is bounded by where U(S;) = 1 when S; has no proxy(j = 1), and
U(S;) <1whenS; is relayed by other stationd < j < i).
1< gr(S,) < o+ 1. (v.12) WhensS; serves stanrSJH, ..., Si, we have
2

C. A Generic Analysis for Channel Allocation in Multi-hop | P'(S;) = Pi[l1+ (a—1)t]], (V.16)

Forwarding T'(S;) = R(S;)(At+ Zl—JJrl y)U(S;),

A station S; that is relayed by other stations can still work i ,
as the proxy for stations with even lower channel rates, a%]eretf =i (AH' 2= 7+1 y)U(S )+Zl—J+l fl% 15T
gets rewarded time from its clients. However, only a frawtiod ;1 (1= F)2h 541 INt], F(At+Y1_,, w])U(S;) is the
of its rewarded time can be used for its own communicatiofine used bys; to transmit its own workload t6 1, fiz}_; ;
sincesS; also needs to reward its relaying stations. We considérthe time used by; tO transmit the upstream workload 6f
the relay chainSy — S; — --- — S;_; — S; starting from 10 .S;_1, and(l—fl) 41 Is the time used by; to transmit
the AP (Sy). In order forS; to relay data forS,, S; has to the downstream workioad df; t0 Sj41.
keep its energy utility unchanged. Afté decides to relay  Considering the energy utility of;, we have
data for.S,, S2 will have a higher energy utility than before.

i . . E(S;) = R(S;) AtU(S;)
So would like to keep this new energy utility unchanged when J P, 1+(a—1)Atf;U(S;)’
it decides to relay foiS;, and so on. The following Lemma E'(S;) = R(S;) (AtH301;41 ¥)U(S5)
; : PR : J Py 1+(a—1)t]
describes the performance gain of a station in such scenario i
The proof basically formalizes the above process. The energy utility of S; should be unchanged, that is,

Denote the throughput gain and energy utility gain wisen E(S;) = E'(S;). By substltutng( ;) andE'(S;), we have
has no clients ag%(S;) and ¢g%(S;), respectively. We have

the following lemma. . 1
Lemma 3:Assume each station has at most one immediate (a=1)f; + AU(S)) —
relaying station in a WLAN, and each station rewards its (o —1)f; + 1t(o- l)iltfi(mﬂ 1;;((; )fl) H“),
relaying stations independently to keep their energytigdi AT . =41 1
unchanged. For statios; that is relayed byi — 1 (@ > 1) Slmpllfylng the equanon we have

. (a=1) 3i_ . (fizh_y + (1= fi)z] )
stations along the patby — S1 — ... — Si_1 — S;, and S; ~ = = ”121 ’:1 ;L S
hasm, indirect or direct clients,,, Sy,, ---, Sq,.. ), We have ’
‘ Since each statiof; (j + 1 < <) rewards time slots to
{ g% (Si) = R;%Olj U(S,), S; independently, we get
0(5,) = Bica N (aDAtfi+1
96(5%) = UGS Tie s 1 (el =S
N — , 1 At
whereU (S;) R 350 [ +(a—1)At(RjJ:i - Jfll N’ yl
and Thus, we have
m;  4j .
gr(S) = gh(SH(1+ =Yy > 1, yi = Atla—1)(firh +-fie J,m) vi7)
gr(Si) = g%(S:) i>1, = At —1) (S +m)



station | relayed by | channel rate

whereT”(S;) is the throughput of5; when it is served bys;
andT’(S;) = Ri—1,; x t1U(S;), whereU(S;) is the allocated
time utilization of ;. O Access paint
When S; has no clients, we haveg = At. Considering O mobile station
Equation V.13, V.14, and V.17, for statia#}, we have

(2 R ZA RN NN I I

YNNI 7R

U(S) = 45 —

hop | station | channel rate

. (V.18)

fi —Ffi
14+Ri—1, Z? l[R +(f¥_1)At(Rj, R 41 )N’

Forwarding Table

Accordingly, we get

hop |station | channel rate
T'(S; Ri_1,:t:U(S: Ri—1,i ; s
g%(sl) = (( )) ]]%0 1At( ): Ro,li U(Sl)’ § sseswf 235

E'(S; Ri_1, P(S;
9p(Si) = ((s )) = Ro] U(Si)P’((Si))
Ri_1. U(S;) (a—1)Atfi+1 Fig. 3. Multi-hop forwarding structure
Ro U(S:)(a—1)Atfi+1"

(V.19)

When S; hasm; clients S,,,...,S,, , since each client forwarding tree should be small (typically two or three in
rewardss; time slots independently, tﬁe throughput becom@&2.11b). The main reason for this is that the data forwardin
T"(S;) = U(Si)Ri—1.:(At + ZJ L y¥). Thus the perfor- along each hop requires the occupancy of channel resources

5.6

mance gain is (spatial reuse is difficult in WLANS). With the increase in
., — the number of forwarding hops, the improvement of a client’s
gr(S;) = % =g (S)(1+ Zﬂily) i>1, throughput decreases rapidly. Moreover, due to the pessibl
ge(S) = ¢%(S) i>1, mobility of stations, it is much easier to maintain a shoeetr

than a tall one.
wherey’ follows Equation V.17. ) o
m A. Proxy Selection and Association

The above analysis of the channel allocation for one-hopWith the channel time compensation, the forwarding service
and multi-hop forwarding shows the performance gains of lois profitableand thus becomes a resource that stations want to
channel rate clients and high channel rate proxies. Spakyfic competefor. This is different from previous multi-hop routing
we show that our proposed scheme can even increase dlgorithms in ad hoc networks. To ensure the fairness of
proxy’s throughput without compromising its energy wilit this competition, we propose an auction-based mechanism fo
providing a strong incentive for being a proxy. proxy selection.

Our proxy selection algorithm runs on the AP, which works
as the auctioneer. When a statiSp communicates with the

In this section, we describe the system design of the mulP at a low channel rate, it broadcasts a sequencg&Fs?
hop forwarding service. The proposed system consists eéth(search for proxy) messages with different channel ratpenU
major components: a proxy selection algorithm, a tokeretbasreceiving an SFP, each high channel rate station computes th
energy-aware channel scheduling algorithm, and a mufii-hexpected throughput gain it can provide $9 and the cost
forwarding algorithm. Theproxy selection algorithmmuns on price based on Lemma 3, then bids for the forwarding service
AP, choosing relay proxies for stations with low channetsat with the cost price.
The energy-aware channel scheduling algorittatso runs on  Upon receiving an SFP, the AP collects the bids from all
AP, arbitrating channel time allocation and ensuring timésidders within the bidding time, and then selects the gtatio
based and max-min fairness among stations. irhti-hop that can provide the largest throughput gain f&y as the
forwarding algorithmis a distributed algorithm running onproxy. A client would always like to pay less and get more,
both AP and each station, in order to coordinate intermedthile a proxy would always like to being paid more and serve
ate stations along the forwarding path and provide reliabliess. In our mechanism design, tHeminant strategyor all
communication at the MAC layer. The three algorithms workidders—the “best” strategy they can expect—should be to
together to enable the data forwarding among stations inbal with the cost price of their services. We use gezond
WLAN. price sealed bicauction rule [23] to provide such a dominant

As shown in Figure 3, stations in the WLAN are organizestrategy and finish the auction in one bidding round. In this
into a tree rooted at the AP for the multi-hop forwardingnechanism, statiors, will pay the proxy at the price of the
service. Each non-root node of the tree represents a stafidn bidder who offers the second largest throughput gain (see ou
the weight of each edge represents the channel rate betwesnical report [8] for the detailed description of the tat
two nodes. The AP (root) maintains the topology and edgeechanism).
weights of the forwarding tree. Each station maintains the When the proxy is selected, the AP sends (or piggybacks)
information about its children and predecessors, and tlighive the MAC address of the proxy and the corresponding price to
of each edge along the path. Note that the height of ti$§. ThenS, sends aRFR (request for relay) message to the

VI. SYSTEM DESIGN



l arriving tokens from AP a station holds determines whether it is qualified for channe
competition. Meanwhile, channel contention is fair for ¢bo
ursec } bucket depth = 3 stations with tokens. Therefore, the channel occupancg tim
— of a station is dependent on the token allocation schemeein th
long term, although it is non-deterministic in the shorinter
We use the similar method as that in [27] to compute
the channel occupancy time of a station. For each station,
there are two token counters, one maintained at the station
itself and the other at the AP. Upon receiving/sending a data
Fig. 4. Token bucket: the AP distributes tokens in a rai@ne round per frame from/to_ the AP, the station deducts the C.O"espondmg
1/r seconds) tokens from its token counter. At the same time, the AP
deducts the same number of tokens of that station as well.

proxy, and the proxy acknowledges the request and reportdR0802.11 protocol, the number of retries of a successfully-
the AP to commit the proxy association. When the client do&@nsmitted frame is included in the frame header, so thet th
not need data forwarding any longer, it sends a notificatiéficeiver clearly knows it. However, current hardware dogts n
to the AP directly through the low-rate channel to cancel tHgturn the number of retries when the frame is successfully
forwarding service. transmitted. Thus, the sender cannot accurately compete th
Many high channel rate stations may compete with eaflymber of tokens used for data transmission, and the two
other to obtain more rewarded time slots for improving theffounters may be inconsistent. To minimize this effect, the
own throughput. The AP needs to balance the profits amofffeiver piggybacks the number of tokens that are used for
proxy candidates that can provide the same forwarding sthe last data transmission of its peer in the data frame, and
vices in a WLAN. For example, if two stations can provide théhe peer adjusts its token counter accordingly.
same throughput gain fa,, the AP should favor the station To simplify token management, a proxy station does not
with less throughput than the proxy of,. Other factors, maintain token counters for its clients. Once a client asses
such as the history of activity and the mobility of the proxjo the proxy, the tokens, including those that the clientugtho

candidates, may also be taken into consideration for pros§ward its proxy and those that are used to receive/forward
selection. data frames for the client, are delivered to the proxy diyect

i , by the AP during the token distribution. Correspondinghg t

B. Channel Allocation and Scheduling same number of rewarding tokens is deducted from the token

The channel scheduling and the forwarding coordinatigfounter of the client by the AP. Once the client cancels the
can be easily implemented in 802.11 WLANs under PCforwarding service, the proxy automatically suspends tit d
(point coordination function) with polling MAC mechanism forwarding at the next round of token distribution, becaiinge
However, most 802.11 commercial products only supposP will no longer convey the client’s rewarding tokens.
DCF (distributed coordination function) MAC control. In ah
follows, we describe our sys_tem design for 802.11 WLAN: Multi-Hop Forwarding
under the DCF MAC mechanism.

In the proposed system, the channel is allocated in unitsl) Basic Mechanism:To support multi-hop forwarding,
of time slot, same as the unit of station’s back-off time fogach data frame is appended with two fields indicating the
PHY medium access (50s for FHSS and 2@is for DSSS). source and destination MAC addresses of the frame, respec-
As shown in Figure 4, the time slot allocation is performetively. Each station maintains a forwarding table as shown i
by the AP based on thken bucket modeEach station is Figure 3. Upon receiving a data frame, the station compares
assigned a certain number tifkensfor channel contention. the destination MAC address with its own MAC address. If
A station competes for channel only when it has availabtBey are different, the station looks up the MAC addresstfer t
tokens. At regular intervals, the AP evenly distributesetak Nnext-hop station in the forwarding table. Then it modifies th
to each station, ensuring time-based fairness. When thesbuglestination address of the frame header and forwards iteto th
of a station is full, the overflowing tokens are returned tq APext-hop station. The forwarding table also records thénkpl
and are re-distributed equally to other stations for mam-mghannel rates of the station’s predecessors, in order tpatEm
fairness. The token bucket shapes the frame transmissian dhe cost price of the forwarding service, and the throughput
station at a constant rate in the long run, while allowingsbur gains its clients can achieve.
frame transmission of a station in the short term. The tokens2) Forwarding Path MaintenanceThe channel rates along
can be distributed individually or be piggybacked withire ththe forwarding path and the one between the client and
data/control frames to stations. the AP may change with the mobility of stations or signal

A station transmits data frames only when it has enougfstability. Furthermore, the forwarding path may even be
tokens. Similarly, the AP buffers data frames for statiortsroken, due to hardware failure, signal error (or intenfies),
without tokens, and postpones their data transmissioneo #nd the mobility of proxy stations. To cope with the possible
next round of time-slot allocation. Thus, the number of toke change of channel rates, each client periodically re-ata&i

1/r sec 3/r sec

arriving packets to wireless channel




o

the forwarding service. If the service quality is signifitdgn
degraded, it re-broadcasts SFPs for a new proxy.

3) Power Management in Multi-hop ForwardingMost
existing power saving solutions [4], [16] utilize heurgsti
algorithms to adapt the sleeping of a WNI with its network
activities. When a station has no network traffic, it willllsti
be up for a while before it goes to sleep based on the
prediction of its network activity. The station may also ke
its waking period adaptively to save energy consumption on
beacon listening. In our scheme, each station has the figxibi 0 1Mbps 2 Mbps 5.5 Mbps 11 Mbps
to set its own power saving policy. channel rate

Any station that wants to sleep needs to send a requeerFé). 5. The effective bandwidth of 802.11b WLAN under diffat channel
the AP, so that the AP can buffer the incoming data frames ffes
it. The sleep request of a client is directly sent to the AP at

a low channel rate. When a proxy decides to switch to powerwe have also modified the ORINOCO Linux driver 0.15rc2

saving mode, it notifies its immediate clients first. If anyi¢h for wireless cards [3] as the driver of our proxy and client

of the proxy has clients, the notification will be propagatestations. Inside the driver, we have implemented a simple

recursively. Upon receiving the ACK from all its clients eth multi-hop forwarding protocol.

proxy sends a request to the AP, and shifts to power saving , ,

mode. Then, its clients (immediate or non-immediate) gearB- EXPerimental Evaluation

for new proxies. To evaluate the implemented prototype, we conduct ex-
tensive experiments on our testbed with respect to FTP-like

VIl. | MPLEMENTATION AND EXPERIMENTAL EVALUATION  and Web-like workload, respectively. Due to page limitasip

we only present the results of FTP-like workload (see our

This section presents the prototype implementation of Oflfnica| report [8] for the detailed evaluation of Webelik
proposed scheme and its experimental evaluation. Our PEPY orkload)

is twofold: (1) to demonstrate that our data forwarding mech 1) Performance Baseline Measuremeifte ideal channel

anism is feasible under the framework of the current IEER te of IEEE 802.11 WLAN cannot be achieved in reality, due
802.11 protocol; and (2) to validate its efficacy in signifitp to the overhead of control frames, inter-frame spaces,ighlys

improving the throughput and energy utility for stationstie and MAC layer headers, channel contention, and possibé dat
WLAN. losses. Therefore, we first measure the effective througbipu
a WNI as the baseline for performance comparison. In this
evaluation, we first set up a small 802.11b WLAN that consists
We have implemented a prototype of the proposed schewfean AP and a mobile station. We transfer a large file (about
and evaluated it on our testbed, which includes an Accest Pdi GB) from the AP to the station, and measure the user level
and six mobile stations. The AP is a desktop PC equipp#ttoughput under different channel rates. Figure 5 shows th
with a NetGear MA311 802.11b PCI wireless adaptor runnirgffective bandwidth of the 802.11b WLAN under channel rates
Linux kernel 2.4.20. The mobile stations are six HP laptopf 1 Mbps, 2 Mbps, 5.5 Mbps, and 11 Mbps, respectively.
computers, each equipped with a NetGear MA401 802.1The higher the channel rate, the less efficient the channel
PCMCIA wireless adaptor running Linux kernel 2.4.20. Onatilization. The reason is that all physical layer heade®s a
of the six works as the proxy, the others work as the clientgsansmitted at the lowest channel rate in the 802.11b pobtoc
All wireless adaptors in the AP and mobile stations use tle order to ensure that every station can listen to the cHanne
Intersil Prism2 chipset. for collision avoidance. However, the diversity of userdev
We have modified the HostAP Linux driver for Prism2/2.5/3hroughput under different channel rates is still largewgyio
[2] as the driver of our Access Point. The AP maintains the benefit low channel rate users through data forwarding. In
forwarding structure for each station associated with §, &/LANs with more levels of channel rates such as 802.11a,
described in Section VI. The bidding time for proxy selestiomulti-hop data forwarding would have greater potential to
is set to 50 ms and the token distribution interval is set 10 1@mprove the system performance.
ms. Each token denotes 285 channel occupancy time. To 2) Experiments on FTP-like WorkloadVe implement four
implement the token distribution, the HostAP driver maiméa channel allocation protocols as listed in Table Il and com-
the number of available tokens owned by each mobile statipare their throughput and energy utility with FTP-like data
that is currently associated with the AP. In each round ¢fansmission workload. In these schemes, DCF denotes the
the token distribution, the HostAP driver first evenly alites normal DCF MAC in a 802.11b WLAN, and TBF denotes the
tokens based on the number of stations, then transfers time-based fairness channel contention mechanism prdpose
rewarding tokens from each client to its proxy based on their [27]. SFW denotes our proposed mechanism, meaning
service agreement. selfish multi-hop forwardingin which the client pays the

()]

[N

N

throughput (Mbps)
w

[
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Fig. 6. The throughput and energy utility of stations undiéfiecent channel allocation schemes (1 proxy and 1 client)

TABLE Il
CHANNEL ALLOCATION SCHEME

o the channel rate is 1 M or 2 M between Q-AP, 11 M
between P-AP, and 5.5 M between Q-P;

[ Scheme ]| Scheme Description | « the channel rate is 1 M or 2 M between Q-AP, 5.5 M
DCF 802.11 DCF MAC (without data forwarding) between P-AP, and 5.5 M between Q-P.
TBF time-based fairness scheduling (without data forwarding) . . . .
SEW seffish forwarding under TBF scheduling Each experiment is repeated three times. Figures 6, 7, and 8
TBF-FW || data forwarding under TBF scheduling show the performance in a WLAN with 1 AP, 1 proxy, and

1, 3, and 5 clients, respectively. Due to page limitatiomdy o
part of results are presented (other results are similarjhé
cost price for the forwarding service (because there is ofigures, the number on the top of the bar group denotes the
one proxy in our testbed). In order to show the advantaggerall throughput (in Mbps) or the overall energy utiliiy (
of our proposed channel time compensation mechanism, W per Joule) of the proxy and client stations in the WLAN.
also implement data forwarding under time-based fairness fae also present the corresponding performance of DCF and
comparison, called TBF-FW. In this mechanism, each statigBF for comparisons. The performance of phantom TBF-FW
is assigned equal channel time to ensure time-based fairngs presented as white bars.
and the proxy voluntarily forwards data for its clients @Wsin  The results can be summarized as follows. SFW has the
the channel time of its clients, without any time slot reveatd highest overall performance with respect to both throughpu
Note that this is phantommechanism just for comparison,ang energy utility, while DCF has the worst overall perfor-
neither proposed nor implemented before. mance. By enforcing time-based fairness, TBF improves the
In the experiments, we simultaneously download a large filrformance of high channel rate stations but decreases the
from the HostAP machine to the proxy and client stationgerformance of low channel rate stations. TBF-FW improves
respectively. The throughput is measured by recording the throughput of low channel stations (clients) by data for
data volume transfered between each client and its proxy (%rding, but significantly decreases the energy utility he t
between the proxy and the AP) under different channel a”Rjrwarding station (proxy), which the proxy is unwilling to
cation schemes. The energy consumption on data transmisg{g. Thus thisphantomscheme is not likely to béeasiblein
is computed as the product of the data transmission time pﬁfactice. In contrast, in our proposed forwarding scheine, t
physical frames and the power consumption of the wireleggoxy receives additional channel time compensation frsm i
card in the transmitting mode (provided by the manufacjuregjients, resulting in the improvement of its own throughput
The energy consumption on receiving/listening is compirted yithout decreasing its energy utility. The client staticsz-
a similar way. rifice a few channel time tokens for the forwarding service,
We conduct experiments for the one-hop forwarding casgt the overhead is minor. For example, as shown in Figure
where the WLAN consists of 1 AP, 1 proxy (denoted by P)(a), the client throughput of SFW is 138% higher than that
and multiple clients (denoted by Q) varying from 1 to 5of DCF, more than 2 times over that of TBF, and about 93%
Assuming all clients have the same channel rate, there @fethat of TBF-FW, while the proxy throughput of SFW is
eight possible combinations for the data forwarding sewvic more than 5 times over that of DCF, and 23% higher than
« the channel rate is 1 M or 2 M between Q-AP, 11 Mhose of TBF and TBF-FW. The proxy energy utility of SFW
between P-AP, and 11 M between Q-P; is more than 4 times over that of DCF, and is same as
« the channel rate is 1 M or 2 M between Q-AP, 5.5 Mhat of TBF. On the other hand, compared with SFW, the
between P-AP, and 11 M between Q-P; proxy energy utility of TBF-FW is 20% lower than that of
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Fig. 8. The throughput and energy utility of stations undiéfledent channel allocation schemes (1 proxy and 5 clients)

TBF without any throughput improvement for the forwardingervice.
service. Furthermore, with our proposed SFW, the overall
performance in the WLAN is also better than that of TBF- VIIl. CONCLUSION

FW. These results indicate that SFW not only provides a gtron |, this paper, we aim to (1) address the throughput degrada-

incentive for data forwarding., bl.Jt. also balgnces the trﬁdecﬁon induced by low channel rate stations in a WLAN, and (2)
between the performance of individual stations and theent{;ijize the inevitable energy waste in channel listeningirty
WLAN. a communication session. We characterize energy efficiency
Figure 9(a) shows the growth of the proxy throughput gais energy per bit, instead of energy per second. Utilizing
in SFW (the proxy throughput of SFW over that of TBF)jdle communication power, we present a data forwarding
with the increasing number of clients in the WLAN. In thisnechanism and an energy-aware token rewarding scheme to
experiment, the proxy (working at 11 Mbps channel rate witkupplement the IEEE 802.11 protocols. In data forwarding,
the AP) serves all other stations (working at 1 Mbps with th@ high channel rate station forwards data for a low channel
AP and 11 Mbps with the proxy) in the same WLAN. Withrate station, resulting in a significant improvement of its
channel time compensation, even in 1 client and 1 proxy ca#i&roughput. To give high channel rate stations an incentive
the proxy throughput can still be improved by 14% over TBR0 be proxies, we design an energy-aware token rewarding
Figure 9(b) shows the proxy energy utility gain in TBF-FWscheme, in which low channel rate stations compensate for
(the proxy energy utility of TBF-FW over that of TBF) in proxies with additional time slots. Thus, a proxy can also
the same circumstances as above. The energy utility gainimfrove its own throughput without compromising its energy
TBF-FW is less than 1, meaning the energy utility is worsefficiency.
than that of TBF. Figure 9(b) also indicates that in TBF-FW, We have presented a mathematical model to guide the proto-
the proxy may have to consume more than 22% energy for dsl design, and have proposed algorithms for proxy selectio
clients, which could prevent the proxy from providing suclkehannel allocation and scheduling, and data forwarding in



the IEEE 802.11 WLAN. To evaluate our proposed schem@?] H. Hsieh and R. Sivakumar.
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we have implemented a prototype of the proposed system
by modifying the HostAP driver running on a Linux PC[13]
serving as an Access Point, and ORINOCO Linux driver for
wireless cards running on mobile stations. We have conducte
a set of experiments on our testbed. The experimental SGSl[JJ[#]
show that the proposed data forwarding and channel access MOBISYS Seattle, WA, June 2005.

time compensation schemes significantly improve the systé*ﬁ] D. Kotz, C. Newport, and C. Elliott. The mistaken axiowfswireless-
performance of the entire WLAN.
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