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Abstract—Body sensor networks (BSNs) have been developedradio platforms. In [6], the general low power wireless sgns
for a set of performance-critical applications, including smart  communication is reported to be notoriously irregular. Th [
healthcare, assisted living, emergency response, athletiper- 8], the link quality in a BSN is reported to be highly dynamic

formance evaluation, and interactive controls. Many of thee d harder t dict than i | wirel
applications require stringent performance assurance in érms ana even harder o predict than in a general wireless sensor

of communication throughput and bounded time delay. While Nnetwork due to interference from environment [9], body\acti
solutions exist in literature for providing joint throughp ut and ities [2], and body fading [10]. In order to ensure the redegs
time delay assurance by proposing specific MAC protocols or performance in the presence of such irregular BSN link ¢yali
:’;neg‘sst'ig”;a‘r’]"sefr?r‘]"%irtr;;plggéhasfh”;aggge'r?yi29”"\’A‘fc': r:r(ilao available resources must be adaptively rescheduled @ngord
PHY layers can be heterogeneous ,and their details do not need ©© e_ﬁ'c'ency .and cost. AISO,. existing body sensor deV'C.SS' e
to be known to upper layers like the resource management. Pecially medical sensor devices, often use heterogenedic r
Such a radio-agnostic performance assurance is critical lmause platforms, such as CC1000, ZigBee/CC2420, and Bluetooth.
a range of radio platforms are adopted for practical body sesor |t js indispensable to achieve the performance assuranae in
usage. Our approach is based on a group-polling scheme that 5 4in_agnostic manner to support platform portability.

is essential for radio-agnostic BSN design. Through theotial In literat isti K ific MAC
analysis, we prove that with the group-polling scheme, ackiing n literature, many existing Works propose speciiic

joint throughput and time delay assurance is an NP-hard prob  Protocols or extensions to specific MAC protocols and radio
lem. For practical system deployment, we propose the BodyT2 platforms for providing statistical throughput and/or ¢éitelay
framework that assures throughput and time delay performarce  performance assurance. Representative works are [11], [12
e e A o s o [13), 14] 18] 6], and [17) Some other works,even
we demonstrate that BodyT2 achieves superior performancever, radio-agnostic '? discussed, .do not provide any performanc
existing solutions. assurance but instead provide best effort solutions for en-
hancing throughput and/or reducing time delay. Repretieata
. INTRODUCTION works are [18], [19], [20], [21], and [22]. Another group of
O\@/orks provide either throughput or time delay performance
:I%%surance, but not both. Representative works are [23], [24

35], [26], and [8]. In [27], a solution is presented for niple

A Body sensor network (BSN) consists of a group
wireless sensors, which are either wearable on or implan
into a human body to monitor vital physiological paramete ,
and body movements. The data collected by body sensors _data S”ea’T‘S tha_lt can guarantee different thrpughputs
transmitted to an aggregator (e.g., a cell phone) and therpiét with only a single time delay bound. However, this work

reliably delivered to a data center (e.g., a hospital) irl-re410€s not meet our goal of allowing different data streams to
time for analysis. BSNs have attracted significant intefrest request both different throughputs and time delays. Mazgov

a wide range of applications, including smart healthcaie [1527] is baksed on an_individfual-polling scheme, i_n which ;a(;:hb
assisted living [2], emergency response [3], athletic qrerf ata packet transmission from a sensor mote is preceded by

mance evaluation [4], and interactive controls [5]. Many dt po_IIing message from the central aggregator (c_zletails wil
these applications are performance-critical, requirtnggent be given in sectlpn ”)'_ rather 'Fhan the more effective group
throughput and time delay performance assurance. For exeﬂﬂl-“ng scheme, in V\.'h'Ch mu!t|ple data packet transmission
ple, in the NeuroPhone application [5], which uses a wiele8€ allowed aftgr asingle polllng message. Consequeady, [
EEG headset (16 channels in total and 4Kbps per channel) Rynot appropnate for rad'_o agnostic performange asseranc
detecting the neural signals of a human brain to controln’léhoand also introduces a minimum of 50% communication over-
applications, throughput and time delay should be guam@ead'

to deliver the neural signals from the EEG sensors to theln.thls paper, we propose a novel and eff|C|ent.rad|o ag-
iPhone for interactive controls. nostic solution for heterogeneous BSNs. Our solution alow

g;ferent data streams to request different throughputtame

To provide joint throughput and time delay performanc ; o
assurance within BSNs, two research challenges need to éay performance assurances with reduced communication
. erhead. We use both theoretical analysis and practical

addressed: irregular BSN link quality and heterogenous B . . :
system development to achieve this goal. In particular, we

This work was supported in part by NSF grants ECCS-0901487CGMS- theoretically prove that the. joint throthp.Ut and time gela
0916994. performance assurance with a group-polling scheme is NP-



hard while the throughput performance assurance is s@wabl abstracts common MAC behaviors with time-domain parame-
polynomial time. Meanwhile, we develop BodyT2, a practicders: T,.inpr: @and T pre- These are respectively the lower
solution for joint throughput and time delay performancand upper bound of the time that the underlying MAC
assurance in heterogeneous BSNs. Through both TelosB mages for handling a packet transmission request. When the
lab tests as well as real body experiments in an Android phomdannel is clear, the radio control is returned to VMAC
centric BSN, we demonstrate that BodyT2 greatly outperfornwithin 7,,.;, px:; When suffering interference, the underlying
existing solutions. MAC may return the radio control withiff},, .. px; and report

The rest of this paper is organized as follows. In Section lgjving up after exceeding the maximum number of backoffs
we formulate the problem of joint throughput and time delagnd/or retransmissions. During runtime, VMAC also measure
performance assurance and analyze its complexity. Wemredbie average MAC response tiniB, for each motek in a
the BodyT2 design in Section Il and its performance evalu&SN, which reflects the average communication cost of a
tion in Section IV. We present conclusions in Section V. specific mote for a single data packet communication. So,
Tk S [TminPktaTmaszt]-

Without knowledge of the underlying MAC implementation,

In this section, we theoretically analyze BSN resourate aggregator using individual-polling has to reserve the
scheduling in order to meet requested performance assuramgaximum timeT;,,... px: for a single data packet transmission.
We first explain the asymmetric BSN architecture and comparemost cases, the data packet can be successfully traadmitt
two BSN scheduling schemes: group-polling and individualith time much less thaff,,.. pr:, SO the rest of the reserved
polling. Then, based on the more effective group-pollingme is wasted. However, with group-polling the aggregator
scheme, we prove that scheduling for the throughput perfefan efficiently estimate the time needed to transmit a packet
mance assurance is a P problem, while the joint throughpidin asTj, x NumofPkt. Even though the underlying MAC
and time delay assurance is NP-hard. is only allowed to send a data packet when the remaining
reserved time is no less thdf,,..px: (Otherwise, we risk
losing control of the underlying radio), this packet's real

An asymmetric architecture is desired for BSNs in which gansmission timg; is usually much less thaf,,qpk:. The
comparatively more powerful aggregator polls less powerfdifference (,q.pi: — Ty) can be salvaged and merged to
sensor motes for data communication [8]. Two schedulinge time reserved for sending the next packet. In this way,
schemes have been proposed based on this asymmetric Bigbtuation of the transmission time is absorbed and tadekrat
architecture. In théndividual-polling[27] scheme, each data
packet transmission from a mote is preceded by a pollifg Throughput Assurance
packet from the aggregator that specifies which mote is golle
Since this scheme adds in a minimum of 50% communication/n BodyQoS [8], throughput performance assurance is pro-
overhead, it is not appropriate for practical radio-agisostvided with the group-polling scheme. Each data streapeci-
system deployment. A more effective and energy efficiefies its throughput requiremebitand the scheduling algorithm
group-pollingscheme is introduced in [8], in which multipledetermines the resource, specifically the time resourcehéo
data packet transmissions are allowed from a mote followinglata stream.
single polling packet from the aggregator. The series okgsc ~ Definition 1 (BodyQoS Scheduling problenguppose
sent after a polling packet, which can be more than one packgoup-polling is used in a BSN. Given a fixed-length time
is called apacket train Group-polling is strongly preferredinterval T;,scrvat @and N data streams in the BSN with
over individual-polling mainly for the following two reass: throughput requirement§b; }, the problem is to decide the

e Efficiency. Compared with individual-polling, group- time schedule for each data stream, such thaf;if.,..: the
polling requires much fewer polling packets to deliver théelivered throughput is no less than the requested thraighp
same amount of data packets, greatly saving communicationn order to solve this problem, BodyQoS first computes the
bandwidth €250Kbps in popular sensor motes like TelosBlequired bandwidth for each data stream when the channel is
and energy (sensor motes are usually powered by AA battelear, which is called the ideal bandwidth. Also, the time to
ies). The saved communication bandwidth can be used to sesead one packet i,,,,pr: When there is no interference, and
more data streams in a BSN, enhancing the BSN capacity. 8y humber of data packets to be delivered withjp;c,vq1 iS
listening to more sparsely transmitted polling messagasar [%] where S, is the affective payload size of a
motes have more sleeping time and hence the system lifetigiegle data packet in bytes. Then at run time, the effective
is extended. bandwidth is measured. With the ratio of the ideal bandwidth

e Catering to Radio-Agnostic BSN Desigr&ince hetero- to the moving average result of the effective bandwidth,
geneous radio platforms are widely adopted in the comm&edyQoS dynamically recomputes the average packet sending
cial market, radio-agnostic performance assurance isetketime and the number of data packets, the product of them is
in BSNs. Group-polling better caters to this demand thahe time needed for delivering streails data packets. The
individual-polling since it operates on a virtual MAC (VMAC time for sending one polling message is estimatedl,as. px:,
abstraction [8]. For throughput performance assuranceA¥M and BodyQoS adopts a constant number (1 is default) of

Il. PROBLEM DEFINITION AND ANALYSIS

A. Group-Polling v.s. Individual-Polling



polling messages withiff,,c-vq; fOr each data stream, which e Length Constraintyk, j, ety j — stkj = Tmazpie + Tk X

is configured as a system-wide parameter. [(ety,; — ety j—1) X By]. It ensures that the allocated time is
Admission decisions are made based on the total requigbugh to transmit both the data and polling packets for all

throughput of all QoS streams, and the scheduling algorittgtreams on moté based on the throughput requirements.

computes the time schedule for each stream. Since it needs Gap Constraintvk, j, sty j—ety ;1 < Gj. Itensures that

constant time complexity to compute the time of both dathe gap between any two consecutively allocated packeistrai

communication and polling for individual data streams, eon®f motek is bounded by the minimum time delay requirement

puting the required time schedule for all motes in the nekwopf all streams on moté.

is a P problem. In summary, with only the throughput require- ® Disjoint Constraint:Vky, ks, ji1, j2, if ki # k2 OF j1 # ja,

ment in the group-polling scheme, the BodyQoS scheduliten stk j, # Stkyjo; if sty j, < stg,j,, thenety, ;, <

problem is solvable in polynomial time. stk,,j,- It ensures that time periods allocated to different
packet trains do not overlap, i.e., no internal interfeeenc
C. Joint Assurance of Throughput and Time Delay Lemma 1:The BodyT2 Scheduling probleih is NP-hard.

For time delay performance assurandg; is introduced to ~ With the following three steps, we demonstrate that a
denote the requested time delay bound for data stream known NP-complete problem, the Partition problefif)( is
sensor moté:. The complete performance assurance requird@lynomially reducible to our BodyT2 Scheduling problem
ment is denoted agby;, di.i, pr.;) Where by ; specifies the II. Let 7/ a_mdw refer to any instances of problenﬁ_ﬁ and
throughput requirement ang, ; denotes the priority. Instead[l» réspectively. We construct a polynomial reductiprthat
of scheduling polling messages for individual data stream §ONVverts any instance’ of the Partition problem to some
in [8], here the aggregator aggregates polling messagesifornstancer = f(z’) of our BodyT2 Scheduling problem such
data streams on the same mote. To put it another way, thgt7’ has a solution if and only ifr = f(=") has a solution.
aggregator does not specify how much time each stream of#t&p 1: Construct the polynomial reductiofifrom =’ to .
mote uses but only allocates enough time to satisfy the totalPefinition 3 (Partition problenil’): Given a finite setA of
throughput requirement of all streams on the same mote., Thigmbers, is therel’ C A, such that 3 Sk = > ,ak/?

a packet train sent from a mote can contain data packets frorT|1:0r any partition problem in“’“GA ap €A—A

) stance’ with set A =
different data streams. {a1,...,a,} of n integers, we choose a constansuch that

Now, the scheduling problem is more complicated with ., ar, > 2 for all k € [1,n]. We construct the following

the added time delay requirement since it needs to ensii&ancer — F(x') of the BodyT2 Scheduling problem
that individual data packets are delivered withip;. This i 11 motes. We letTy, = Touwpre = 1,VE, and let

is equivalent to ensuring that the gap between any two cop- _ . (S ap + 2 X ans1), whereans > 2/c (s0
- n ’ n -

secutively scheduled packet trains for métés bounded by ar€A _
di; minus the time of transmitting one polling packet andxan+1 > 2). We define(By,, G) as:
one data packet. So, if data arrive just after the end of a (o=l T —c X ag), ke [1,n]

— T
packet train, the data can be timely transmitted in the neitr: Cr) = (ZentlZl ' T/2 —cX ant1), k=n+1

packet train. When multiple data streams are on the same mpfgs reduction can clearly be done in polynomial time.

k, the aggregator considers the minimum delay requweme\;ﬁap 2: Prove that ifz’ has a solution, therf(z') has a

min{dy,; }. For convenience of presentation, we introduce twg, tion

. G . .

intermediate symbols: For any partition problemr’, assume there is a solution
® By, = > bii/Spre is the number of packets required tasuch thatA’ = {ay,...,ax, }, A=A" = {ay,,...,ax,, },

[ A . — — — _
be sent for all streams on motein a unit time. ni+ng = n, and g/a T el A/a =T/2c—an41. We have
a a —

* Gy = min{dyi} — Tnazpre — Tk i the maximum gap the following schedulingf (') which repeats with a cycle of
allowed between consecutive packet trains of mote lengthT'.

The packet train schedule can be represented as
{(stk,;, etk ;)}, Wheresty, ; is the start time for the aggregator® * ° c
to send the polling message of the packet traiof mote k Co | @ © |Crhni] CrBnrt | CBi| ® ¢ |CAkm) Oyt
andety, ; is the latest time a data packet from this packet train (kX a— ~—CkLav—>= t
is allowed to be received at the aggregator. The BodyQoS Fig. 1: The Constructed BodyT2 Scheduling
Scheduling Problem in Def. 1 can be extended to the following As shown in Fig. 1, packet trains of mote, ..., k,, are
BodyT2 Scheduling problem. scheduled in the first half of” and packet trains of mote

Definition 2 (BodyT2 Scheduling problef): Suppose ki,...,k;, are scheduled in the second half. We then have:
group-polling is used in a BSN. GiveN motes in the BSN for motek = kq, ..., kp,.
with performance requiremen{sBy, Gy.), the problem is to sty = 0, Slkg,1 = €ty 1,
decide the time schedul¢(sty ;, etk ;)} such that for all sty = stgj1+T,5>1
k € [1,N], j € N, the following constraints are satisfied: ety,; = stp,;+cXax,

T/ 2—»+—T/ 22—




) no!?

for motek = k7, ..., k/
1 Z (et;w- — Stk’j) =c X Z ar < Gni1
sty = T/2, Slpy1 = el 1,

ke{ky,...k},,} ke{ky,. .k}
sty,; = Stpj1+T1,5j>1
tk,] - tk,g 1 »J Z (eth; — sti) = ¢ X Z ar < Gnit
etp,; = Stk +cXag, ke {hyokn } ke{ky,hny )
for moten + 1, i

P T/2—cXant1, j=1 Since > (ety; — strj) = 2 x Gny1, We havec x
nt+l,j = Stni1i1+T/2, j>1 ke(l,n] .

€lnt1,; = Slnt1; +CX any1. o }ak =cx ke{k/Z y }ak'- So, the partition prob-

1y Bny 10 Fng

Now, we check whether the three constraints in Def. 2 ajg, ./ has a solutiopd’ — {aw ap )
SRR

satisfied. First, we check for mofec [1,n]. Since the right Therefore, with steps~3, we prove Lemma 1, i.e., our
side of the Length Constraint equalstT'x B, = 1+71'x BodyT2 Scheduling problem is NP-hard

cXap—1 __ . . ) o .

“Zk— = cxay and the left side of it equalsty. ;—sti ; =

cXag, the Length Constraint is satisfied. The Gap Constraint [1l. BobYT2 DESIGN
also stands asty,j—ety ;-1 = T—cxar = Gy Inany  gince the BodyT2 Scheduling problem for joint throughput
interval T', sty, j < ... < slk,, . €ty j = stk j+HCXak, = and time delay assurance is NP-hard, it is nontrivial to

sty 1+(J—1)xT+exar, = sti, 1+(j=1)xXT = stk, j, SO optain the optimal solution. In this section, we propose an
the packet trains of mote € [k1, k»,] do not overlap, i.e., the empirical solution for practical system deployment. Wespre
Disjoint Constraint stands. In a similar way, we can also/pro the necessary/sufficient conditions for admission coreral
that the Disjoint Constraint stands for madtec [k, k7,, ]. also the algorithms for admission control and time resource
Second, we check for mote+1. The Length Constraint scheduling. We also extend the existing VMAC [8] for en-
is satisfied as its right side equals 1 T'x B, 41 = 1+5 X forcing the time resource scheduling result to meet the time

i _1 1 . . oy
7”‘}/*21 = CXapt1 = elpi1j—stnt1,5, Which equals to delay performance requirements in addition to the throughp
its left side. Sincest, 1 j—etni1,;-1 = T/2—cxany1 = performance requirements.

Gn+1, the Gap Constraint also holds. In the same period, o
el = Sthgt X (eteg—sty;) = sty a+(j—1)x A Admission Contro

=k, okny The admission controller examines the performance as-
THex > ak = (J=1)XT+T/2=cXant1 = stnt12j-1- syrance request$(by i, dr.i,pr.i)}, k € [1,n] and makes

In a sﬁﬁﬁgr‘\‘j‘vay,e% j = stny1.2;. SO, the packet trains of ACCEPT/REJECT decisions. In time peri@d the admission

moten+1 do not overlap with those of other motes and thgontroller computes the total required time for satisfyaiy
Disjoint Constraint stands. Therefore, the schedule in Eig streams’ requests when interference is captured and eflect

is feasible. by T. This includes both data and polling packets. The
Step 3:Prove that iff (') has a solution, then the correspond©tal number of data packets mofe needs to transmit is
ing 7 has a solution. D(k,T) = [By x T (B as defined in Section II-C). The

Assume thatf(n') has a scheduld(sty ety ;)} that total number of polling packets for_mokedefined aP(k,T),
satisfies the three constraints in Definition 2. We need f§iuals the number of packet trains scheduled for that mote.
construct a solution for the corresponding In BodyQoS [8] Whlch only provides throughput assurance,

First, in the scheduld (st ;,etr ;)}, we can prove that P(k,T) is simply _“'X‘?d_ as 1 for .eacﬂ“, ,bu_t when th? time
there must exist a periofl that satisfies: delay assurance is jointly considered it is more difficult to

o Vk € [1,n], 3 exactly onej, such that(sty ;, ety ;) C T determine. The total required time for both data and polling

b 1 1 .’jl 7‘]

(abusing the denotatidfi a little bit) and B packets can be computed Bgk, T') x Tj,+ P(k, T) x Tinaz Pit
ehn i — st —c X ap: which needs to be no more than the total available tifne
»J »J - ’

sty — etp j—1=Gh; 1) The Necessary and Sufficient Admission _Condit?ons:

o For moten+1, 3 exactly onej, such that(st,1., If mote & is scheduled to sen&(k,T) packe’g trains durlngl
etni1;) C T, (Stas1 i1, €tnsris1) C T and “" T, the sum of gaps between its packet trains plus the time
' ' for sending theP(k,T) polling packets isT—D(k,T)xT.
Also, the gap between any two consecutive packet trains of
mote k£ should be bounded b¥, (defined in Section II-C).
So,T—D(k,T)x T, < P(k,T) X (Gx+Timazpkt)- When the
is not presented here. gap decregses, the number of packgt Frains increases.@jnce

Second, we construct a subset of mofgs, ..., .} such is t_he maximum gap allowed, the minimum number of packet
that during time period’, ’ trains Is: T — D(k,T) x Ty

/ / szn k7T = 1
(Stk,j7etk,j) g {(etn+17j78tn+1,j+1), k S {k’l, ey an} ( ) Gk +Tmakat ( )

(etni1g-1, 8tni1y), k€ {kll’ T k’?} So, the minimum required time for sending data and polling
where{ki,... kn } ={1,...,n} = {k1,..., kn,} packets for moté is:

€tnt1,j — Slat1l,j =€lnt141 — Stnt1,j+1=C X Gnt1;
Stnt1,j — €lny,j—1=Slny1,541 — €tny,j =Gn+1;
o T' = (etpt1,j—1,€tnt1,5+1). This can be proven by
contradiction. But, due to space limitations, the detageabf

With the Disjoint Constraint, we can derive Smin(k, T) = D(k,T) X Ty + Prmin(k, T) X TrazPkt- 2



Therefore, the necessary condition of admission control isdecision is made or all data streams are finally rejected and
removed. The later case happens when interference is sgystro
%:S"”'”(k’ =1 3) that no packets can be timely delivered.

To derive a sufficient admission condition, assume a round-3) Algorithm for Scheduling the Next Packet Traialg. 2
robin schedule in which all motes withifi receive the same presents details of scheduling the next packet train. Isedu
number of polling messages from the aggregator. The numiperboth the admission control Alg. 1 and the time resource
of polling messages is estimated as the maximum value ssfheduling Alg. 3 that we will discuss later. In Alg. 2, werimt
Pin(k,T) for all k. In this way, a sufficient condition for duceRy, to denote the number of expected but unsent packets

admission control can be derived as: from mote k. So, by the end of a packet trait; ;, even
Z(D(k’v 1) % Tho + max{ Prin (k, 1)} X Toazpre) < L. 4) though the aggregator expects to receiVg, ety ; — etk j—1)
z k (D(k,t) as defined in Section IlI-A) packets from mote

based on the throughput requirement, it may actually receiv
D(k, ety j—etr j—1)— Ry packets. A negativ®,, value means
Input: performance reques{gby. i, dx.i, pk.i) } for data stream € that the aggregator receives more packets than expected fro
N on motek € [1..n], the average packet transmission tiffi, } motek, so it allocates less time for mokes next packet train.

Algorithm 1 Admission Control

for mote k . . .
Output: ACCEPT or REJECT decision When sensor data sampling and packet arrival are uniformly
repeat distributed,Ry, provides flexibility to time resource scheduling.
if the necessary condition in Inequ. (3) is brokeen Since Ry, is measured and can only have a nonzero value
REJECT and remove the request with the lowest from  at runtime, Ry, is set to zero in admission control. Jointly
eng(?fk’i’dk’i’pk’i)}’ continue; consideringR;, and Def. 1. Length Constraint, we have:

if the sufficient condition in Inequ. (4) stantisen
return ACCEPT,;

et;w‘ — Stkyj =

(D(k, etr; — etr,j-1) + Ri) X Tx + Trnazpre.  (5)

end if
t. = 0; V remainingk, let ety ;1 = 0 and R, = 0; )
|00p current time t, Sty j
call Alg. 2 with input ((b.i,dripii)}s ter {etrj—1}, St e | st f Data togend—]
{Ry}) and get output (st ;, ety ;) or FAILURE); i N R E
if Alg. 2 returns FAILUREthen Kl KI(A) time
REJECT and remove the request with the lowgst from D)
| {(br,is dr,i, Pr,s) }: break; < Data to Send—»]
else e« Data to Send——»
te = etg,j, etk j—1 = ety j, pkttrainj-1 | JF
end if k3 > k(0O
if at least one packet train is allocated to each ntlogs BT
return ACCEPT,; Fig. 2: Scheduling the Next Packet Train
enedngég Suppose the most recently scheduled packet train, say
until {(be.i, dii, i)} = 0 packet train j — 1 for mote k, has the schedule of
return ACCEPT; (stx,j—1, etk j—1), then the latest start time of motés next

. ) i packet trainj should becty, ;_1+G}. In this algorithm, we try
2) The Admission Control Algorithmwith the necessary v, schedule the next packet trajnfor the mote that has the
and sufficient conditions, the admission controller can ‘malfninimum ety i 1+Gy value, say motd;, which is similar to
- . . . " . Y ) )
preliminary decisions: if the necessary condition failRB- 6 earliest deadline first policy. An empirical rule we useeh
JECT decision is made; if the sufficient condition holdsg. \\e give motek,'s packet trainj a schedule if and only if

an ACCEPT decision is made; otherwise, if the sufficieQt, .an foresee that any other mote, #ayas in Alg. 2 and
condition fails but the necessary condition holds, it ischiar Fig. 2, can also have its packet tra]ir!;cheduled.

tell whether an appropriate schedule can be obtained for th(;a\S shown in Fig. 2, is the mote that has the earliest start

:ﬁgu.gztstd ;?tznsmia}?;r' dA?ovl:\)/Iee mhaﬁeeg;g?g 'nes:’tcnc;”i%\e sty,; = ety j—1+Gk. ko is another arbitrary mote that
IS ually P ) , We Intey has a later start timety, ;. k3 is another arbitrary mote with

empirical solution into our admission control Alg. 1. Withet its start timest.. - in between those of: and k.. SUDDOSE
help of Alg. 2 (to be explained later), Alg. 1 tries to make an 3.7 h 2. SUPP

. ) e . k3’s most recent packet train schedule(igy, j_1, etk,, j—1)-
appropriate schedule, i.e., determining the start and iemel tThen during (t., stx, ;], ks desires to sénjd at I?é;st one
of packet trains for all motes to meet the joint throughput an ' @ iz

time delay constraints. If a schedule is found, an ACCEF;;HaCkEt train (C in Fig. 2). The total time that all suéf

decision is made; otherwise, a REJECT decision is madec > 'equire IS% Smin (K3, sths,j—€tys,j-1) Which can be
When a REJECT decision is made, the data stream with #emputed according to Eqn. (2). Also, duri(es, ;, stk, ;],
lowest priority is removed and the admission controllexdtio motek; requires timeS,,;,, (k1, stx, ;—etk, ;) t0 send packet
make ACCEPT/REJECT decisions again with the remainirigain B. The time between packet trains A and D should be

data streams. This process repeats until either an ACCERRg enough to schedule packet trains B and C, that is,



this packet train is received from mokedue to lack of data

Z(Smm(ks, Sthy,j—€thg,j—1)+ Rig X Thy )+ Smin (K1, Sty j—
k3

(6)

ety j) + Rk] X Thy < Stpy,j—1 — €tk j-

or the time proceeds tet; ;
Rj, are updated to assist scheduling the next packet train while
the process repeats.

;. After that, parameter$}, and

Algorithm 3 Time Resource Scheduling

Here, sty, ; = etk, j—1+G which is the latest possible start
time of moteks’s next packet trairy.
With Inequ. (7), we make sure that there is enough roo

Input: performance requirementgby. ;, dk,i, Pr,i)}, {Rk}
Output: function calls to VMAC

Myk, ety;—1 = 0; Rp =0

to schedule packet train A. Also, with Inequ. (8), we make |oop

sure that the distance between packet train A and rhgse
previous packet traig—1 is bounded byGy, .

(D(k1, €ty ,j — €tiyj—1) + Riy) X Ty + TrmacpPit

< etg,,j — te @)
€lry,j — €ty -1 — (D(klv ety ,j — etklvjfl) + Rkl) X T,
- T’HL(L(L‘Pkt S Gk1 (8)

Finally, ety, ; is computed as the largest value that satisfies

Inequ. (6)v (8) andsty, ; is computed with Eqn. (5).

Algorithm 2 Scheduling the Next Packet Train
Input: performance requiremen{gby ;, dx:, pr,:)}, the current

timet., the end time of the most recently scheduled packet trains

for all motes{etx, ;j_1}, {Rx}

Output: the next packet train schedulety,;, ety,;) or (FAIL-
URE)

Vk, compute theZ, value based on its definition in Section II-C
get mljn{etk,j,l + G} and assume it isty, j—1 + Gk,

for any k2 (k2 # k1) do

[*Check if the period(sty, ;, stk,,;] is long enough for packet

trains of all other motes (sal; as an arbitrary one)*/

for anykg (Stkh]’ < Stkgyj < Stk%j, k3 75 k1, k3 ;é kz) do
With Eqn. (2), estimateS,,in (ks3, stk,,; — etrs,j—1) Which
is the time that moté:s needs in(t., stk, ;]

end for

computez Smin(ks, Stiy,j — €lig,j—1)

call Alg. 2 with input { (b,s, dk i, pr,:) }, te = the current time,
{etr,j—1}, {Rx}) and get output (stx,;, etx,;) or FAILURE)
if Alg. 2 returns FAILUREthen
/* this only happens when the interference level largely
increases after the admission control*/
execute the admission control Alg. 1 again to remove low
priority streams;continue;
end if
ety,j—1 = etk,j; R =0;
if stx,; > the current timef- 2 X Tpyacpre then
call VMAC to poll for best effort data
end if
wait until the time proceeds tets ;;
call Alg. 2 with input { (bk,s, dk,i, Pk,i) }, te = €ti,j, {etr,j—1},
{Ry}) and get output (sts/ ;, ety ;) or FAILURE);
if Alg. 2 returns FAILUREthen
for the same reason above, execute the admission control
Alg. 1 again to remove low priority streams;continue;
end if
call VMAC to poll mote k£ for QoS data;
wait until the time proceeds tet;. ; or motek terminates the
packet train early; then, update the valuestf ;, Ty, and Ry,
with runtime measurements and e, ;1 = ety ;;
end loop

C. Enforcing Time Schedule on VMAC

VMAC is located on both the aggregator and motes for
enforcing the time resource scheduling result computed by

estimate the largesty, ; that satisfies Inequ. (6), (7), and (8)Alg. 3. We extend the existing VMAC [8] to enforce the

if A suchety, ; then
return (FAILURE)
end if
end for
etr,,; = the minimumety, ; value computed above for ath
computesty, ; with Eqn. (5)
return (stx, j, etey,;)

B. Time Resource Scheduling

newly added time delay requirement in additional to the
throughput requirement. The extended VMAC not only checks
the remaining allocated time but also the specified timeydela
constraint for each packet transmission. It also notifies th
aggregator to terminate the packet train if there is no packe
to send.

On the aggregator, VMAC receives calls from the above
scheduler and calls the underlying real MAC functions. For

In time resource scheduling, the aggregator sequentiadlypacket train schedulesty ;, etx ;), VMAC sends a polling
computes the time allocated to each packet train. More Specnessage to moté with the allocated time lengt’L;, ; =

ically, the time resource scheduling Alg. 3 calls Alg. 2 t@ty ;—stk ;—Tmazprt+(ster

compute a schedulésty ;, ety ;) for the next packet train
as well as a schedulésty ;,ety ;) for the packet train

—ety, ;). Here, sty j—ety ; is
the gap between motes packet trainj and motek’’s packet
train j. Since this gap immediately follows the scheduled

after the next. BodyT2 communication supports two kinds &ime periodety j—stxr j—Tmazprre and is also not scheduled
data: the QoS data that requires throughput and time detayany other packet train, it is allocated to extend the lerdt
guarantee, and the best effort data that does not. If enoymtket trainj for mote k. When VMAC is called to poll for
time (> 2 x T,,.pkt) IS available before starting the nextbest effort data before a packet train schedutg ;, et ;), it

packet train, VMAC is called to poll for best effort data. The
when time proceeds t&;, ;, VMAC is called to poll motek to

broadcasts a message, indicating that the following timege
(str,;— current time—T,q.pre) IS Open for all motes’ best

enforce schedulést, ;, ety ;). The time resource schedulingeffort communication. During this period, potential csidin
waits while motek transmits QoS data packets. The executiaesolution among different motes’ transmissions is hahble

of current schedule ends when either an early termination

tbe underlying specific MAC protocols.



When a mote, say moté, receives a polling messagepoperate on different frequencies for improving the aggt@ga
VMAC enforces the time resource scheduling result by fegdithroughput. Additional sensor motes can be attached on the
QoS or best effort data to the aggregator within the allatatbuman body and wirelessly communicates to the aggregator.
time periods. When polled for QoS packets with lenfth;, ;  Our main technical contributions for developing such a BSN
(computed in the previous paragraph), VMAC on madate lies in four aspects: Android OS kernel support, hardware
computes the amount of data that each stréaom motek support, TinyoS support, and application support. Due &msp
requests to send since the end of mét previous packet limitations, more technical details are not presented hete
train. Then, VMAC organizes the data into a packet train iavailable in our technical report [28].

which th(_a p_ackets with earlier deadlines, in_cluding thcme_f TABLE I: Interference Settings
retransmlsspns, are put ahead of those with later deadline ——rsrence Tierference Strength Iiererence
Before sending each data packet, VMAC conducts the follow- || Level Period
ing checks: Level O Lab background noise 0s~120s

e If the remaining allocated time is less th&,qzpit, Level 1 h?g:i‘;“c?(gug\‘/’e&?gmgj 120s-180s
VMAC does not send the data packet and the packet tr_ain Cevel 2 [ab background noise + 1 180s-240s
terminates. This ensures that the control of the underlying noise packet every 25ms
radio is returned to the upper layers before the allocated ti Level 3 Lab background noise + 1 240s-300s

: A ) . [ ket 20
expires. Again, it is worthy to repeat that in most caseski¢$a . 9'3‘* packe” every Zms

less time tharil},....px: to deliver this data packet. However,
VMAC is able to salvage the unused time of this data packet §
to send the next data packet.

e If the deadline of the data packet is earlier than the
current time plusTy, it is immediately dropped since we
may otherwise waste time on a packet that finally misses its
deadline.

e If the current data packet is the only QoS data packet &
remaining in the mote, VMAC sets th¥ oM oreData bit in
the replied packet’s header which informs the aggregator of
the early termination of the packet train.

Fig. 3: A Phone-centric BSN Fig. 4: The Aggregator

IV. PERFORMANCEEVALUATION . -
In our real body experiments, TelosB devices are attached

BodyT2 is implemented in TinyOS 2.x with NesC, andp a human body as shown in Fig. 3: a TelosB is attached
evaluated through both TelosB mote lab tests and real bq@ythe left chest that generates a data stream with the per-
experiments in an Android phone-centric BSN. BodyT2 igrmance requirement (4kbps throughput, 500ms time delay)
compared with the state-of-the-art BodyQoS [8] as well agd requests BodyT2 service; a TelosB is attached to the
the default best effort solution in the standard TinyOS 2psft wrist that generates a data stream with the performance
release. Three performance metrics are used: (i) the gagen requirement (2kbps throughput, 1000ms time delay bound)
of delivered throughput, i.e., the timely delivered datdtiyh-  and also requests BodyT2 service; a TelosB mote is attached
put over the requested data throughput; (ii) the data pack@ghtly above the right hip that generates a data stream wit
deadline miss ratio, which is CompUtEd as the number of dQ.Fﬁ; performance requirement (4kbps bandwidth, 500ms time
paCketS that miss their deadlines divided by the numbertaf d@e|ay) but requests best effort service; the same aggregsito
packets requested to be sent from motes; and (iii) the ageragown in Fig. 4 is put inside the bottom left pocket of the
energy consumed to timely deliver one application data bygcket for data collection and analysis.
to the aggregator. Detailed evaluation settings are giedovb Al experiments described above are repeated multipletime
TelosB mote lab tests.A data stream with performanceand similar results are observed. In the following subsesti
requirement (5kbps throughput, 200ms time delay) is aéuhittwe present two groups of representative results which demon
into BodyT2 to report data from source to the aggregator #irate that BodyT2 largely outperforms the existing Bod$Qo
the lab experiments. Besides the existing interferenca e  and best effort solutions.
lab environment like WiFi and Zigbee [9], a TelosB node is
also introduced to generate explicit interference (see jab A. Performance Results of TelosB Mote Lab Tests
Real body experiments in an Android phone-centric BSN.  Fig. 5 (a) plots the mean and standard deviation of the per-
We also develop an Android phone-centric BSN to demonentage of timely delivered throughput when differentiifee
strate the effectiveness and efficiency of BodyT2 and ptes@mce levels are present in the lab experiment. We first observ
the prototype BSN in Fig. 3. The aggregator of the BSN ihat BodyT2 achieves a higher timely delivered throughput
zoomed to Fig. 4 in which one TelosB is plugged in theatio than those of best effort and BodyQoS. In fact, BodyT2
USB hub to directly communicate with the Android phoneachieves up tal0% higher throughput ratio than best effort
Multiple sensor motes can also be plugged in the USB hub aadd 91% higher throughput ratio than BodyQoS. Second,
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Fig. 5: Performance Comparison of BodyT2 with BodyQoS and BestrEffarough TelosB Mote Lab Tests

we observe that BodyT2 achieves a more stable throughpuater interference level 1, are sent out here.

delivery ratio than those of best effort and BodyQoS. As Fig. 5 (C) shows the energy consumption per timely de-
shown in the figure, the largest standard deviation for B@yTivered application data byte, measured in Joules (J). &s th
is 5.2% under interference level 2, while best effort has theumber of timely delivered data byte for BodyQoS drops to
largest standard deviation ®8.2% under interference level 2 zero, we may have division by zero. So, we assign a very large
and BodyQoS has the largest standard devia2®@% under energy consumption valuex10~2.J in such cases. Since the
interference level 1. Third, we observe that the performanyg-axis value for BodyQoS is much larger than that of BodyT2
gain of BodyT2 over best effort and BodyQoS increasemd best effort, we plot the y-axis with a log scale. From big.
when interference increases. For instance, throughout#th€C), we observe that BodyT2 uses similar energy as that of
interference periods, BodyT2 has a less obvious decredsst effort. We also observe that when interference ineseas
of the throughput delivery ratio than those of best effoBodyT2's energy consumption per timely delivered data byte
and BodyQoS. BodyT2 achieves superior performance thesmains stable, but best effort’s energy consumption peeli
existing approaches because its design addresses the jd#livered data byte fluctuates and becomes less stableisThis
throughput and time delay requirements, while the existingecause fewer data bytes are timely delivered in best effort
approaches do not. We are also aware that BodyQoS perfotimen BodyT2 when interference increases even though best
much better than best effort in [8] when only the throughpuefffort dose not waste more energy retransmitting packeis th
requirement is considered, but it performs worse than béstally miss deadlines.

effort when the time delay requirement is jointly considtre

here. This is because BodyQoS is not designed to addrBssPerformance Results of Real Body Experiments in an
the time delay requirement and hence data packets canAsglroid Phone-centric BSN

held too long to be timely delivered. Due to uncertainty fig 6 (a) plots the the timely throughput delivery ratio. We
of the lab background noise, the interference intensity M@yserve that both BodyT2 data streams on average maintain
fluctuate with time. So, packets that were scheduled to he1(0% timely throughput delivery ratio. However, the best
sent_out but actuglly unsent in the previous time period,Wh@+tort data stream on average hasl00% timely throughput
the interference is comparatively strong, may be able to Bgjivery ratio which also fluctuates significantly. For exaen
sent out in the current time period, when the interferengge pest effort stream achieves orfl§% ratio at210s and
is comparatively weak, to fullfill the throughput requiremhe g 507 ratio at 260s, but BodyT2 data streams’ ratios never
This is why sometimes the percentage of delivered throughpyy pelow 95.5%. This demonstrates BodyT2’s effectiveness
exceedsl00%. and best effort’s ineffectiveness in supporting multipketad

Fig. 5 (b) presents the data packet deadline miss ratia, Figireams’ throughput and time delay performance requirésnen
we see that BodyT2 achieves an extremely low deadline midsre, for the same reason as we have presented when explain-
ratio (< 5%) under all 4 interference levels, while best effortng Fig. 5 (a), we also observe that the percentage of deliver
has17.9% packets missing deadlines under interference leviroughput fluctuates above and below the 100% line.
3 and BodyQoS misses all deadlines under interference leveFig. 6 (b) depicts the data packet deadline miss ratio. We
2. Second, we see that the deadline miss ratios for best effabserve a near zero deadline miss ratio for both BodyT2 data
and BodyQoS largely increase when interference increassseams but up t@2% deadline miss ratio for the best effort
For example, best effort’s deadline miss ratio raide§, data stream. This is because on the one hand, best effort uses
from interference level 2 to 3. Meanwhile, BodyT2's deadlinthe resources remaining after QoS resource scheduling, and
miss ratio remains almost constantly low. For similar reaso on the other hand, the best effort approach does not consider
BodyQoS performs the worst among the three. BodyQafteadline when scheduling resources.
misses all deadlines under interference level 2 but hasaronz Fig. 6 (c) shows the energy consumption per timely de-
throughput delivery ratio under interference level 2, hsea livered application data byte. We observe that while both
data packets not delivered in the previous time period, i.¢he BodyT2 data streams and the best effort data stream
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Fig. 6: BodyT2 Performance Evaluation Through Real Body Experismiém an Android Phone-centric BSN

have similar energy efficiency on average, the energy efs]
ficiency fluctuation of the best effort data stream is much
higher than that of the BodyT2 data streams. The maximu
energy consumption per timely delivered data byte on the
two BodyT2 data streams ate88x10~°J and1.92x107°J, [10]
respectively. But the maximum value of the best effort data
stream is2.24x107°J, which is 17% ~ 20% higher than [11)
that of BodyT2. This is because the group-polling scheme and
also adaptive resource scheduling in BodyT2 can absorb Eﬁ'ﬂ
tolerant fluctuations of link qualities but best effort cant.n

V. CONCLUSIONS 3]

Joint throughput and time delay performance assurance is
critical for many BSN applications. This paper proposes
novel approach to provide this joint assurance in a radio-
agnostic manner. Our approach is based on a group-polli4g
scheme that is essential for radio-agnostic BSN design. We
rigorously prove that with the group-polling scheme regig
source scheduling for the throughput performance asseranc
is P, while the joint throughput and time delay assurance 'ﬁ]
NP-hard. For practical system deployment, we propose the
BodyT2 framework that assures throughput and time delay
performance in a heterogeneous BSN. Through both TeloEf!
mote lab tests and real body experiments in an Android phone-
centric BSN, we demonstrate that BodyT2 achieves superiog]
performance over existing solutions.
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