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1 Introduction

In the language modeling approach, feedback is often
modeled as estimating an improved query model or rel-
evance model based on a set of feedback documents
[3, 1]. This is in line with the traditional way of do-
ing relevance feedback – presenting the user with docu-
ments or passages for relevance judgment and then ex-
tracting terms from the judged documents or passages
to improve a query model. Such an indirect way of ob-
taining help from a user to construct a query model has
the drawback that irrelevant terms that occur with rel-
evant ones in the judged content may be erroneously
used for query model modification.

A more direct way to involve a user in improving the
query model is to present some candidate terms to a user
and directly ask the user to judge the relevance of each
term or specify the probability of each term. This strat-
egy has been discussed in [2], but has not been seri-
ously studied in any existing work. In participating in
the TREC 2005 HARD Track task, we explored how to
exploit term-based feedback to better involve a user in
constructing an improved query model for information
retrieval with language models.

There are several research problems related to the
“term feedback” approach in general. First, since the
user is only likely to judge the relevance of a modest
number of terms, it is important to study which terms to
present to the user for judgment. If the query is ambigu-
ous, i.e., there are multiple clusters of the retrieved doc-
uments and the user is only interested in one of them,
it is necessary to diversify the presented terms so that

each cluster gets adequate representation. It would be
unwise to devote the presentation completely to terms
from a dominant cluster, because if the user happens
to be searching for documents in a small cluster, then
he/she gets no chance to indicate his/her interests as the
small cluster is under-represented.

Second, we must design a weighting scheme to des-
ignate how good a term is for relevance feedback. It
is usually not sufficient to only assign weights to terms
presented for judgment, since the number of these terms
are not many. If an unpresented term is similar to a
presented term, then there is good reason to propagate
weight of the presented term to the unpresented one.
Also, it is tricky how to treat negative term feedback. A
presented term may be left unselected because it is irrel-
evant, or because the user does not have enough knowl-
edge to determine its relevance.

Third, a serious drawback of term feedback is that,
unlike document or passage feedback, the presented
terms have almost no context, which makes it hard for
a user to judge their relevance. If a term is only mean-
ingful when combined with other terms or if the term
is part of a name or terminology which the user has not
heard of, then it is very likely to be missed by the user.

In our exploration, we address the first two problems
of term relevance feedback. Specifically, we use clus-
tering to nominate representative terms and construct
the query language model based on both judged terms
and their attached clusters. Experiment results show
that our approach is effective for involving a user to in-
teractively construct an accurate query language model
based on term judgments.
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2 Retrieval Method

We use the KL-divergence retrieve method, in which the
relevance score of a document with respect to a query
is given by the KL-divergence value between the docu-
ment language model θD and the query language model
θQ. If a feedback language model θF can be estimated
from either pseudo-feedback or relevance feedback, a
modified query model θQ′ = λθQ + (1 − λ)θF can be
used in place of θQ [3]. We use Lemur’s implementa-
tion of the KL-divergence retrieval method with Dirich-
let prior smoothing (parameter set to 2000).

3 Methods for Query Model Con-
struction

For each query topic, the collection of 50 top-ranked
result documents returned by the KL-divergence re-
trieval method is taken as the topic context from which
to choose feedback terms. We use the mixture multi-
nomial distribution model method proposed in [4] to
discover K theme clusters within this small query-
specific collection. Each cluster represents a possible
latent theme in the collection and is simply a multi-
nomial word distribution (also called unigram language
model).

We select L distinct terms with highest probabilities
from each cluster to form a pool of K × L terms. If
a term is suggested by different clusters, then it is as-
signed to the one in which it has highest probability.
Terms that occur in the title of the topic are filtered. We
then present these terms in a clarification form to the
user for evaluation of their relevance to the topic.

Before discussing the details our methods, we intro-
duce some notations:

• θQ: The query language model as mentioned in the
previous section.

• θF : The feedback language model as mentioned in
the previous section.

• θi (i = 1 . . .K): The unigram language model of
cluster i.

• p(w|θi): Probability of term w in θi.

• p(θi): Prior probability that a document is sampled
from θi.

• T = {ti,j} (i = 1 . . .K, j = 1 . . . L) The set
of terms presented to the user in the clarification
form. ti,j is the j-th term chosen from cluster i.

• δw: Indicator variable which is 1 if term w is in T

and judged relevant by the user and 0 otherwise.

Given the evaluation results δi,j , the task is to com-
pute a feedback language model θF which reflects the
user’s judgment that all terms for which δi,j = 1 are
relevant to the topic. Hopefully, the feedback model
θF (possibly interpolated with the query model θQ) will
improve the retrieval accuracy.

We now describe several different methods for com-
puting θF .

1. BLPFB (Baseline Pseudo-Feedback): This
method does not use relevance judgments.

p(w|θF ) =
∑

i=1...K

p(w|θi)p(θi)

2. TFB (Term Feedback): We give non-zero weights
to those terms that are judged relevant by the user.
We interpolate it with the original query model
and set Dirichlet prior to be proportional to query
length |Q| so that longer queries receive more
weight. Cluster information (i.e., which cluster a
judged term comes from) is not used.

p(w|θF ) =
δw + µp(w|θQ)∑

w′∈T δw′ + µ
, µ = k|Q|

For this method we do not need to interpolate θF

with θQ, as θQ is already used in the computation
of θF .

3. CFB (Cluster Feedback): Cluster language mod-
els are interpolated with weights determined by the
number of presented terms that are judged relevant
in each cluster. We do not distinguish which terms
are judged relevant in a cluster; only the count mat-
ters.

p(w|θF ) =
∑

i=1...K

p(w|θi)

∑
j=1...L δti,j

+ νp(θi)∑
k=1...K,j=1...L δtk,j

+ ν

4. TCFB (Term-Cluster Feedback): This is simply an
interpolation of TFB and CFB:

p(w|θF ) = λp(w|θFT F B
) + (1 − λ)p(w|θFCF B

)
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Figure 1: Filled clarification form for topic 658

As was in the case of TFB, there is no need to in-
terpolate θF with θQ.

This method is proposed as we believe TFB and
CFB have strengths and drawbacks in different as-
pects. TFB assigns weights to the presented terms
but completely ignores unpresented terms. CFB
remedies this by treating terms in a cluster equally,
such that unpresented terms receive weights when
presented terms in that cluster are selected, but it
does not differentiate which terms in the cluster
are selected. By combining the two methods we
believe we can get the greatest benefits.

4 Clarification Forms

As described in the previous section, each clarification
form (CF) contains terms from different clusters for rel-
evance feedback. The evaluators were asked to select
all terms that she/he deemed relevant to the topic but
did not know that the terms form clusters. We gener-
ated three sets of clarification forms: 1×48, 3×16 and
6 × 8. The 1 × 48 CFs contain 48 terms from a single
large cluster. The 3 × 16 CFs have 3 clusters and 16
terms from each. The 6 × 8 CFs have 6 clusters and 8
terms from each. Figure 1 shows an example of filled
3 × 16 clarification form. Table 1 shows some statis-
tics about the number of selected terms in each set of
clarification forms.

The trend that the average number of selected terms

Table 1: Number of feedback terms in clarification
forms

CF Average Std. Dev.
1×48 11.8 7.40
3×16 14.0 9.68
6×8 15.6 9.57

increases with the number of clusters seems to support
our hypothesis that a larger number of theme clusters
tend to diversify the presented terms so that the user
gets a better chance to find terms that match the topic.
However, when we evaluated the CFs generated for the
HARD 2004 topics, the average numbers of selected
terms were 18.4 for the 1×48 CF and 16.8 for the 6×8
CF, which seemed to contradict the hypothesis.

5 Experiment Results

Our baseline run (BLNFB) uses the KL-divergence lan-
guage model based retrieval method with pseudo feed-
back (feedback documents = 5). For other runs we use
the parameters that worked best when we evaluated the
HARD 2004 topics. More specifically, we set µ to 4|Q|
in TFB, ν to 0.000001 in CFB and λ to 0.8 in TCFB.
The statistics of our runs are displayed in Table 2. The
runs are tagged with the method and the number of clus-
ters used. For example, TCFB6C denotes the run with
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the TCFB method and 6 × 8 CFs.

Table 2: Mean average precision (MAP) and precision
at 10 (Prec@10) for different runs. The ones marked by
* are submitted official runs.

Run MAP Prec@10
BLNFB* 0.2244 0.460
TFB1C* 0.2890 0.546
TFB3C* 0.2929 0.556
TFB6C* 0.2816 0.542
CFB1C 0.2391 0.446
CFB3C 0.2966 0.548
CFB6C 0.2859 0.514

TCFB1C* 0.2898 0.540
TCFB3C* 0.3018 0.568
TCFB6C* 0.2917 0.530

Table 3: Performance of TFB3C under different settings
of µ = k|Q|.

k MAP
0 0.2411
1 0.2687
2 0.2823
3 0.2890
4 0.2929
5 0.2954
6 0.2951
7 0.2944
8 0.2923
9 0.2914

10 0.2894

We find that the 3 × 16 runs yield the best perfor-
mance, although the difference between the runs us-
ing different CFs is small.1 This is again contrary to
our hope that a larger cluster size (6 × 8) would facil-
itate better term feedback by suggesting more diversi-
fied terms. A close look of the results, however, reveals
that the 3 × 16 and 6 × 8 runs excel at different topics,
which means neither of them performs better than the
other consistently. For example, the average precision
of TCFB3C is higher than TCFB6C by more than 0.2
for as many as 13 topics, while the average precision of

1CFB1C is an exception. Because it has only one cluster, it cannot
incorporate term relevance feedback information by adjusting cluster
weights.

Table 4: Performance of TCFB3C with µ = 5|Q| and
different settings of λ. When λ = 0, it equals TFB3C.
When λ = 1, it equals CFB3C.

λ MAP
0 0.2954

0.1 0.3036
0.2 0.3081
0.3 0.3108
0.4 0.3116
0.5 0.3108
0.6 0.3093
0.7 0.3065
0.8 0.3030
0.9 0.2985
1 0.2966

TCFB6C is higher by more than 0.2 for an equal num-
ber of other topics. We speculate that this may have
something to do with how the true number of clusters
matches the predefined number of clusters (either 3 or
6).

For TFB3C, we vary the Dirichlet prior µ = k|Q|
with k from 0 to 10. The results are shown in Table 3.
The best retrieval performance is achieved when k = 5.

We also vary the interpolation factor λ in the
TCFB3C calculation, the result of which is given in Ta-
ble 4. The best value for λ is 0.4, which differs from the
one we got on the HARD 2004 data.

The performance of TFB and CFB is comparable,
and combining them with TCFB gives best performance
for all three CFs. We look at how their performance dif-
fers across topics. Table 5 sums up the number of topics
on which one methods is significantly better and worse
than another method:

We find that TFB is more stable than CFB when com-
pared to baseline, as it performs worse than the baseline
for only 2 topics rather than 8 in the case of CFB. TFB
and CFB perform better than each other in 11 topics
respectively, which confirms our hypothesis that they
have relative strengths. When combining the two meth-
ods with TCFB, we are able to get the best results by
reducing the number of topics in which TCFB performs
worse to any of them to 4.
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Table 5: Number of topics on which one method is better and worse than another method by more than 0.05 in
average precision. AP1 is the average precision of Method 1. AP2 is the average precision of Method 2.

Method 1 Method 2 AP1 − AP2 > 0.05 AP2 − AP1 > 0.05
TFB3C BLNFB 22 2
CFB3C BLNFB 24 8

TCFB3C BLNFB 26 6
TFB3C CFB3C 11 11
TFB3C TCFB3C 4 12
CFB3C TCFB3C 4 8

6 Conclusions

In this study we proposed several methods for utilizing
term relevance feedback information to construct an im-
proved query language model. We compare these meth-
ods and show how they can be combined to achieve
best retrieval performance. There is still much to be
explored in this direction of research. We should study
better ways to incorporate both term and cluster feed-
back information. We should make best use of both
positive and negative term feedback. It is also important
to study how to present the terms in context to facilitate
the user’s relevance judgment.
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