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ABSTRACT

Negative relevance feedback is a special case of relevance feed-
back where we do not have any positive example; this often hap-
pens when the topic is difficult and the search results are poor. Al-
though in principle any standard relevance feedback technique can
be applied to negative relevance feedback, it may not perform well
due to the lack of positive examples. In this paper, we conduct a
systematic study of methods for negative relevance feedback. We
compare a set of representative negative feedback methods, cov-
ering vector-space models and language models, as well as sev-
eral special heuristics for negative feedback. Evaluating negative
feedback methods requires a test set with sufficient difficult topics,
but there are not many naturally difficult topics in the existing test
collections. We use two sampling strategies to adapt a test collec-
tion with easy topics to evaluate negative feedback. Experiment re-
sults on several TREC collections show that language model based
negative feedback methods are generally more effective than those
based on vector-space models, and using multiple negative mod-
els is an effective heuristic for negative feedback. Our results also
show that it is feasible to adapt test collections with easy topics for
evaluating negative feedback methods through sampling.

Categories and Subject Descriptors: H.3.3 [Information Search
and Retrieval]: Retrieval models

General Terms: Algorithms

Keywords: Negative feedback, difficult topics, language models,
vector space models

1. INTRODUCTION

No retrieval model is able to return satisfactory results for every
query. Indeed, a query might be so difficult that a large number
of top-ranked documents are non-relevant. In such a case, a user
would have to either reformulate the query or go far down on the
ranked list to examine more documents. Thus studying how to im-
prove search results for such difficult topics is both theoretically
interesting and practically important.

A commonly used strategy to improve search accuracy is through
feedback techniques, such as relevance feedback [12, 8], pseudo-
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relevance feedback [1, 20], and implicit feedback [14]. In the case
of a difficult topic, we likely will have only negative (i.e., non-
relevant) examples, raising the important question of how to per-
form relevance feedback with only negative examples. We refer to
this problem as negative feedback. ldeally, if we can perform ef-
fective negative feedback, when the user could not find any relevant
document on the first page of search results, we would be able to
improve the ranking of unseen results in the next a few pages.

However, whether such negative feedback can indeed improve
retrieval accuracy is still largely an open question. Indeed, the ef-
fectiveness of current feedback methods often rely on relevant doc-
uments; negative information, such as non-relevant documents, is
mostly ignored in past work [4, 8].

On the surface, any standard relevance feedback technique can
be applied to negative relevance feedback. However, our recent
work [19] has shown that special care and special heuristics are
needed to achieve effective negative feedback. Specifically, in this
work, we have shown that some language model-based feedback
methods, although quite effective for exploiting positive feedback
information, cannot naturally handle negative feedback, thus sev-
eral methods were proposed to perform negative feedback in lan-
guage modeling framework. However, this study is neither com-
prehensive nor conclusive for several reasons: (1) It is only limited
to language models; vector space models have not been evaluated.
(2) The results are evaluated over only one collection. (3) The lack
of systematic experiment design and result analysis makes it hard
to know the advantages or disadvantages of different methods.

In this paper, we conduct a more systematic study of different
methods for negative relevance feedback. Our study is on two
representative retrieval models: vector space models and language
models. We first categorize negative feedback techniques into sev-
eral general strategies: single query model, single positive model
with single negative query model, and single positive model with
multiple negative query models. Following these strategies, we
then develop a set of representative retrieval methods for both re-
trieval models. Systematic comparison and analysis are conducted
on two large representative TREC data sets. Ideally, test sets with
sufficient naturally difficult topics are required to evaluate these
negative feedback methods, but there are not many naturally dif-
ficult topics in the existing TREC data collections. To overcome
this difficulty, we use two sampling strategies to adapt a test collec-
tion with easy topics to evaluate negative feedback. The basic idea
of our sampling methods is to simulate difficult queries from easy
ones through deleting a set of relevant documents so that the results
become poor. The effectiveness of these sampling methods is also
verified on the TREC data sets.

Our systematic study leads to several interesting conclusions.
We find that language model-based negative feedback methods are



generally more effective and robust than those based on vector
space models possibly due to more accurate learning of negative
models. While cluster hypothesis [7] generally holds for relevant
documents, our results show that negative documents do not clus-
ter together. Thus adapting standard relevance feedback to learn a
single query model is not optimal for negative feedback, and using
multiple negative models is more effective than a single negative
model since negative documents may distract in different ways.
Our results also show that it is feasible to adapt test collections
with easy topics (through sampling) to evaluate negative feedback
methods.

The rest of the paper is organized as follows. In Section 2, we re-
view the related work. In Section 3, we describe our problem setup
and different techniques for negative feedback. We describe our
sampling methods to simulate difficult topics by adapting easy ones
in Section 4. Experiments are analyzed and discussed in Section 5.
We conclude this paper and discuss our future work in Section 6.

2. RELATED WORK

The study of difficult queries has attracted much attention re-
cently, partly due to the launching of the ROBUST track in the
TREC conference, which aims at studying the robustness of a re-
trieval model and developing effective methods for difficult queries
[18, 17]. However, the most effective methods developed by the
participants of the ROBUST track tend to rely on external resources
(notably the Web) to perform query expansion, which has in some
sense bypassed the difficulty of the problem as in reality, there is
often no such external resource to exploit, or otherwise, the user
would have directly gone to the external resource to find informa-
tion. Indeed, the Web resource would not help improve search ac-
curacy for difficult topics on the Web itself. In our work, we aim
at exploiting negative feedback information in the target collection
from which we want to retrieve information.

There has been some work on understanding why a query is diffi-
cult [6, 3, 2], on identifying difficult queries [17], and on predicting
query performance [21]. But none of this work has addressed the
important question of how to improve search accuracy for difficult
queries.

Feedback techniques have been extensively studied and mostly
shown to be effective to improve retrieval accuracy [12, 10, 1, 13,
5, 20, 22, 14]. In general, most feedback techniques rely on posi-
tive documents — documents that are explicitly judged as relevant or
implicitly assumed to be relevant — to provide useful related terms
for query expansion. In contrast, negative (i.e., non-relevant) docu-
ments have not been found to be very useful. In general, exploiting
non-relevant information is largely unexplored; query zone [16] ap-
pears to be the only major heuristic proposed to effectively exploit
non-relevant information in document routing tasks. It showed
that using non-relevant documents which are close to the original
queries is more effective than using all non-relevant documents in
the whole collection. However, this problem was studied for doc-
ument routing tasks and a lot of relevant documents are used. Our
problem setting is quite different in that we only have non-relevant
documents for feedback, and we start with non-relevant documents
close to a query to study how to use this negative information opti-
mally in ad hoc retrieval.

Our recent work [19] is the first study on the problem of negative
feedback in language models. It shows that special techniques are
needed to handle negative feedback. Our current work can be re-
garded as an extension of this previous work to include additional
retrieval models, additional heuristics, and making more conclu-
sive findings. The main differences between our current work and
the previous work [19] include: (1) We extend previous study and
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propose several general negative feedback strategies that can be ap-
plied to both vector space and language models. (2) We study two
sampling methods to construct larger collections to evaluate nega-
tive feedback methods. (3) Our experiments are more systematic
and conducted over more collections.

3. NEGATIVE FEEDBACK TECHNIQUES

3.1 Problem Formulation

We formulate the problem of negative feedback in a similar way
as presented in [19]. Given a query @ and a document collection C,
a retrieval system returns a ranked list of documents £. L; denotes
the i-th ranked document in the ranked list. We assume that @ is
so difficult that all the top f ranked documents (seen so far by a
user) are non-relevant. The goal is to study how to use these nega-
tive examples, i.e., N' = {L1, ..., Ls}, to rerank the next r unseen
documents in the original ranked list: &/ = {Lyy1,..., Ly, }. We
set f = 10 to simulate that the first page of search results are irrel-
evant, and set » = 1000. We use the following notations in the rest
of the paper:

S(Q, D) is the relevance score of document D for query Q.
¢(w, D) is the count of word w in document D.

c(w, @) is the count of word w in query Q.

|C| is the total number of documents in the collection C.

df (w) is the document frequency of word w.

| D] is the length of document D.

avdl is the average document length.

N is the set of negative feedback documents.

U is the set of unseen documents to be reranked.

3.2 General Strategies for Negative Feedback
3.2.1 Query Modification

Since negative feedback can be regarded as a special case of rel-
evance feedback where no positive example is available, our first
general strategy is simply to apply any existing feedback methods
(e.g., Rocchio [12]) to use only non-relevant examples. We call this
strategy query modification because most existing feedback meth-
ods would achieve feedback through modifying the representation
of a query based on relevant and non-relevant feedback documents.
In effect, they often introduce additional terms to expand a query
and assign more weight to a term with more occurrences in relevant
documents and less weight or negative weight to a term with more
occurrences in non-relevant documents.

Some existing feedback methods, such as Rocchio method [12],
already have a component for using negative information, so they
can be directly applied to negative feedback. However, other meth-
ods, such as model-based feedback methods in language modeling
approaches [22], can not naturally support negative feedback, thus
extension has to be made to make them work for negative feedback
[19]. Later we will further discuss this.

Note that with this strategy, we generally end up with one sin-
gle query model/representation which combines both positive in-
formation from the original query and negative information from
the feedback documents.

3.2.2 Score Combination

The query modification strategy mixes both positive and nega-
tive information together in a single query model. Sometimes it is
not natural to mix these two kinds of information as in the case of
using generative models for feedback [22]. A more flexible alter-
native strategy is to maintain a positive query representation and



a negative query representation separately, and combine the scores
of a document w.r.t. both representations. We call this stategy score
combination.

With this strategy, negative examples can be used to learn a neg-
ative query representation which can then be used to score a doc-
ument based on the likelihood that the document is a distracting
non-relevant document; such a score can then be used to adjust the
positive relevance score between the original query and the corre-
sponding document.

Intuitively, a document with higher relevance score to the nega-
tive query representation can be assumed to be less relevant, thus
the final score of this document can be computed as

Scombi7led(Q7D) = S(Q7D) - 6 X S(Qn€97D) (1)

where QQneg4 is a negative query representation and 3 is a parameter
to control the influence of negative feedback. When 5 = 0, we
do not perform negative feedback, and the ranking would be the
same as the original ranking according to query Q. A larger value
of 3 causes more penalization of documents similar to the negative
query representation.

Equation (1) shows that either a high score of S(Q, D) or alow

score of S(Qneg, D) would result in a high score of Scompined(Q, D).

This means that the proposed score combination may favor non-
relevant documents if they have lower similarity to the negative
model; this is risky because the negative query representation is
only reliable for filtering out highly similar documents. Thus a
more reasonable approach would be to only penalize documents
which are most similar to the negative query model and avoid af-
fecting the relevance scores of other documents. To achieve this
goal, instead of penalizing all the documents in I/, we need to pe-
nalize only a subset of documents that are most similar to the nega-
tive query. We propose to use the following two heuristics to select
documents for penalization (i.e., adjusting their scores using Equa-
tion (1)):

Heuristic 1 (Local Neighborhood): Rank all the documents in ¢/
by the negative query and penalize the top p documents.

Heuristic 2 (Global Neighborhood): Rank all the documents in
C by the negative query. Select, from the top p documents of this
ranked list, those documents in I/ to penalize.

In both cases, p is a parameter to control the number of doc-
uments to be penalized and would be empirically set. The two
heuristics essentially differ in how this p value affects the num-
ber of documents in I/ to be penalized. In Heuristic 1, the actual
number of documents in U to be penalized is fixed, i.e., p, but in
Heuristic 2, it is dynamic and could be smaller than p, because the
top p documents most similar to the negative query are generally
not all in the set of /. If we are to set p to a constant for all queries,
intuitively Heuristic 2 can be more robust than Heuristics 1, which
is confirmed in our experiments.

How do we compute the negative query repsentation ), eg and
the score S(Qneg, D)? A simple strategy is to combine all the
negative information from A to form a single negative query rep-
resentation, which would be referred to as “Single Negative Model”
(SingleNeg). However, unlike positive information, negative infor-
mation might be quite diverse. Thus, it is more desirable to capture
negative information with more than one negative query model.

Formally, let Q;eg, where 1 < ¢ < k, be k negative query models,
we may compute S(Qneg, D) as follows:

k

S(Qneg, D) = F(|J{S(Qheq: D)})

i=1

where F' is an aggregation function to combine the set of £ values.
We call this method “Multiple Negative Models” (MultiNeg).

3.2.3  Summary

We have discussed two general strategies with some variations
for negative feedback, which can be summarized as follows: (1)
SingleQuery: query modification strategy; (2) SingleNeg: score
combination with a single negative query model; (3) MultiNeg:
score combination with multiple negative query models. For both
SingleNeg and MultiNeg models, we can use either of the two heuris-
tics proposed in the previous subsection to penalize documents se-
lectively. In the next subsection, we discuss some specific ways of
implementing these general strategies in both vector space models
and language models:

3.3 Negative Feedback in Vector Space Model

In vector space models, documents and queries are represented
as vectors in a high-dimensional space spanned by terms. The
weight of a term w in document D can be computed in many dif-
ferent ways and typically a similar measure such as dot product is
used to score documents[15].

In our experiments, we use the following BM25 weight [11]:

(k1 +1) x c(w, D) log( IC]+1

k1((1—b) + b4y + e(w, D) df (w)

) @)

where k1 and b are parameters. The weight of a query term is set
to the raw term frequency, i.e., c(w, Q). We compute the relevance

. — = — —
score using the dot product: S(Q, D) = @ - D where D and Q
represent document vector and query vector, respectively.

3.3.1 SingleQuery Strategy

The Rocchio method [12] is a commonly used feedback method
in vector space models. The idea is to update a query vector with
both relevant and non-relevant documents. When only non-relevant
documents A are available, the Rocchio method can be written as

— — 1 —
Qnew:Q_’YXWZD. 3)

DeN

N
This gives us an updated query vector @ new, Which can be used to
rerank documents in /.

3.3.2 SingleNeg Strategy

SingleNeg adjusts the original relevance score of a document

with a single negative query. We compute the negative query as

— —

the center of negative documents, i.e., Q) neg = ﬁ ZDeN D.
Using Equation (1), the combined score of a document D is

Scombined(Q7 D) = 6 . B - ﬁ X 6neg . B (4)

It is straightforward to verify that Equation (3) and (4) are equiv-
alent. However, SingleNeg has the advantage of allowing us to
penalize negative documents selectively using either of the two
heuristics presented earlier.

3.3.3 MultiNeg Strategy

MultiNeg adjusts the original relevance score of a document with
multiple negative queries which can be obtained, e.g., through clus-
tering. In our experiments, we take each negative document as
a negative query and use max as our aggregation function. Intu-
itively, max allows us to penalize any document that is close to at
least one negative document. Thus

$(Ques, D) = max( | {Q'- DY)
Q' eN



This score is then combined with S(Q, D) to rerank the documents
in Y. Again, we have two variants of this method corresponding to
applying the two heuristics discussed above.

3.4 Negative Feedback for Language Models

KL-divergence retrieval model [9] is one of the most effective re-
trieval models in the language modeling framework. The relevance
score is computed based on the negative KL-divergence between
query model 6 and document model 6p

p(wlfq)

S(Q. D) = =D(0clifn) = = 3 _ p(wlbe)log o5

weV

where V' is the set of words in our vocabulary. The document
model p needs to be smoothed and an effective method is Dirich-
let smoothing [23]: p(w|fp) = %ﬁf”‘c) where p(w|C) is
the collection language model and y is a smoothing parameter.

Unlike vector space models, it is not natural to directly modify
a query model using negative information in language model since
no term can have a negative probability. In our recent work [19],
several methods have been proposed for negative feedback in the
language model framework. We adopt the methods there and com-
bine them with the two heuristics discussed earlier for document
penalization.

3.4.1 SingleNeg Strategy

SingleNeg adjusts the original relevance score of a document
with a single negative model. Let ¢ be the estimated query model
for query @ and 6p be the estimated document model for docu-
ment D. Let O be a negative topic model estimated based on the
negative feedback documents N = {L1,...,Ls}. In SingleNeg
method, the new score of document D is computed as

S(Q, D) = —D(0q||0p) + B - D(On]|0p). )

Note that we only penalize documents selected by either of the two
heuristics.

We now discuss how to estimate negative model O given a set
of non-relevant documents N” = {L1, ..., Ly}. We use the same
estimation method as discussed in [19]. In particular, we assume
that all non-relevant documents are generated from a mixture of a
unigram language model 6 (to generate non-relevant information)
and a background language model (to generate common words).
Thus, the log-likelihood of the sample N is

LNoNn) = > > e(w,D)log[(1 = Np(w|0n) + Ap(w|C)]
DeN weD
where ) is a mixture parameter which controls the weight of the
background model and the background model is estimated with
p(w|C) = % Given a fixed A (A = 0.9 in our experi-
ments), a standard EM algorithm can then be used to estimate pa-
rameters p(w|@x). The result of the EM algorithm gives a discrim-
inative negative model 6 which eliminates background noise.

3.4.2  SingleQuery Strategy

SingleQuery method is to update original query with negative
information. Since every term has a non-negative probablity in
a query model, there is no natural way to update original queries
with negative information. However, given Equation (5), a Single-
Query method can be derived after applying algebra transformation
and ignoring constants that do not affect document ranking in the
following way

5(Q, D)

—D(9qll6p) + B - D(On|16D)
> wevp(wldq) — B - p(w|fn)] log p(w|6p)

The above equation shows that the weight of term w is [p(w|0q) —
B - p(w|fn)]log p(w|6p), which penalizes a term that has high

rank
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probability in the negative topic model 6. In this way, [p(w|fg)—
B - p(w|fn)] can be regarded as the updated query model, which
in some sense is the language modeling version of Rocchio. For
consistence with vector space model, we use ~y to replace 3 and
use [p(w]fq) — v - p(w|On)] as the updated query model. For this
query model, we use the equation above to rerank all the documents
in U. Note that for SingleQuery method, we can not apply the two
penalization heuristics.

3.4.3 MultiNeg Strategy

MultiNeg adjusts the original relevance scores with multiple neg-
ative models. We use the same EM algorithm as SingleNeg to esti-
mate a negative model 6; for each individual negative document L;
in V. We then obtain f negative models and combine them as

Scombined(QvD) = S(QvD) - ﬁ . S(QnegvD) )
= 5(Q,D) — - max(U_,{5(@Qey, D)})
—D(0q|6p) + B8 - min(UL_, {D(6:]160)}).

4. CREATE TEST COLLECTIONS WITH
SAMPLING

In order to evaluate the effectiveness of negative feedback meth-
ods, it is necessary to have test collections with sufficient difficult
topics. However, TREC collections do not have many naturally dif-
ficult queries. In this section, we describe two sampling strategies
to construct simulated test collections by converting easy topics to
difficult topics.

In our problem formulation, a query is considered to be difficult
if none of the top 10 documents retrieved by a retrieval model is
relevant. Thus, in order to convert an easy query to a difficult one,
our main idea of sampling methods is to delete some relevant doc-
uments of an easy query and assume these documents do not exist
in the collection so that all top 10 documents are non-relevant. We
now discuss two different ways to delete relevant documents:

Minimum Deletion Method: Given a query and a ranked doc-
ument list for the query, we keep deleting the top ranked relevant
document until none of the top 10 ranked documents of the list is
relevant. We assume that the deleted relevant documents do not
exist in the collection.

Random Deletion Method: Given a query and all of its rel-
evant documents, we randomly delete a relevant document each
time until none of the top 10 documents of the ranked list is rele-
vant. Again, we assume that the deleted documents do not exist in
the collection.

In both methods, we keep deleting relevant documents until none
of top 10 ranked documents is relevant. Note that the constructed
collections are dependent on retrieval models. After deletion, we
obtain a new ranked list whose top 10 documents are irrelevant for
a query. We then use these 10 irrelevant documents for negative
feedback to rerank the next 1000 documents in this new ranked
list.

5. EXPERIMENTS

To evaluate the effectiveness of negative feedback techniques,
we construct our test collections based on two representative TREC
data sets: ROBUST track and Web track data sets.

5.1 Data Sets

Our first data set is from the ROBUST track of TREC 2004. It
has about 528,000 news articles [17]. On average, each document
has 467 terms. We use all the 249 queries as our base query set.
This data set is denoted by “ROBUST.”



ROBUST GOV
LM VSM LM VSM
1w =2000 | k1 =1.0,6=03 | p =100 | k1 =4.2,b=0.8
Table 1: Optimal parameter values.
Query Sets ROBUST GOV
LM | VSM | LM [ VSM
QS0: P@10=0 26 25 54 63
QS12: 0.1 <P@10< 0.2 | 57 61 56 46
QS46: 0.4 <P@10< 0.6 | 67 78 6 6
ALL 150 164 116 115

Table 2: The query sets used in our experiments.

The second data set is the GOV data set used in the Web track
of TREC 2003 and 2004. It is about 18 GB in size and contains
1,247,753 Web pages crawled from the “.gov” domain in 2002.
On average, each document has 1,094 terms. In our experiment, we
only use the content of the pages for retrieval. There are 3 types of
queries used in Web track: homepage finding, named page finding,
and topic distillation. We use the queries with topic distillation type
in both Web track 2003 and 2004. In total, we have 125 queries in
our base set (50 from Web track 2003 and 75 from Web track 2004).
We denote this data set by “GOV.”

For both data sets, preprocessing involves only stemming but
without removing any stopword. Since our goal is to study dif-
ficult queries, we construct different types of query sets from our
base sets as follows.

5.1.1 Naturally Difficult Queries

The first type of query set consists of those naturally difficult
queries. In this paper, we say that a query is a naturally difficult
query if its P@10=0, given a retrieval model.

For both language models (LM) and vector space models (VSM),
we use their standard ranking functions to select their naturally dif-
ficult queries respectively. We first optimize the parameters of u
for LM and k; and b for the VSM using the base set of queries on
each data set. The optimal parameters are shown in Table 1. All
these parameters are fixed in all the following experiments. Using
the optimal parameter setting, we then select those queries whose
P@10=0 as our naturally difficult queries. The row of QSO0 in Ta-
ble 2 shows the number of queries in this type of query sets.

5.1.2 Simulated Difficult Queries

Since there are not many naturally difficult queries, we further
used the two deletion-based sampling methods to construct simu-
lated difficult queries from easy ones. In our experiments, we use
two types of easy queries. The first type consists of those queries
whose P@10 satisfy 0.1 <P@10< 0.2 (QS12 in Table 2) and the
second consists of those queries whose P@10 satisty 0.4 <P@10<
0.6 (QS46 in Table 2). Again, all these queries are selected for the
two retrieval models on the two data sets respectively.

The last type of query sets is the ALL query sets which are the
union of the three types of query sets. Table 2 gives a summary of
all the query sets used in our experiments.

5.2 Retrieval Effectiveness

Our experiment setup follows Section 3 to rerank the next un-
seen 1000 documents. We use two sets of performance measures:
(1) Mean Average Precision (MAP) and Geometric Mean Average
Precision (GMAP), which serve as good measures of the overall
ranking accuracy. (2) Mean Reciprocal Rank (MRR) and Precision
at 10 documents (P@10), which reflect the utility for users who
only read the very top ranked documents.
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Figure 1: The performance of Rocchio feedback under differ-
ent parameters.

5.2.1 Apply Existing Relevance Feedback

In this section, we use the Rocchio method in VSM to show that
existing relevance feedback techniques do not work well if we only
have negative information. The standard Rocchio method updates
a query as

S D

DeN

— — 1 —
Qnew =ax @ +8x o > D—yx

1
ber VI
where R is the set of relevant feedback documents. We use the
query sets of “ALL” type. For any query, we first obtain its original
ranking list. Starting from the top of the ranking list, we search
downward until we arrive at a cutting point, before which we just
find 10 irrelevant documents. All the documents before the cut-
ting points, including both relevant and non-relevant documents,
are used in the Rocchio feedback. The updated query vectors are
then used to rerank the next 1000 documents starting from the cut-
ting points. In our experiments, we set « = 1.0 and vary  and
~. The results are shown in Figure 1. From this figure, we can
see that if we have relevant information, i.e., 3 > 0, the MAP val-
ues can be improved dramatically. However, when we do not have
any relevant information, i.e., 8 = 0, negative information always
hurts MAP. This means that the existing relevance feedback tech-
niques are not effective if only negative information is available for
feedback, although they are very effective for positive feedback.
This also shows that special techniques are needed for negative rel-
evance feedback.

5.2.2  Overall Accuracy Comparison

Using naturally difficult query sets QSO0, in this section, we study
the effect of different negative feedback techniques. For both LM
and VSM on the two data sets, we show their performance of the
original ranking (OriginalRank) and the 5 negative feedback meth-
ods: SingleQuery means the SingleQuery strategy; SingleNeg1 and
SingleNeg?2 are the SingleNeg strategy plus Heuristic 1 and Heuris-
tic 2 respectively; MultiNegl and MultiNeg2 are the MultiNeg
strategy plus Heuristic 1 and Heuristic 2 respectively.

We vary the parameters for each method: ~ from 0.01 to 1 for
SingleQuery, 3 from 0.1 to 0.9 and p from 50 to 1000 for SingleNeg
and MultiNeg methods. In Table 3, we compare the optimal per-
formance (selected according to GMAP measure) of all methods.
From this table, we have the following observations:

(1) LM approaches usually work better than VSM approaches.
On the ROBUST data, LM can improve the MAP from 0.0293 to
0.0363, 23.8% relative improvement, but VSM can only improve
from 0.0223 to 0.233, 4.4% relative improvement. On the GOV
data, LM approaches can significantly improve over both Original-
Rank and SingleQuery approaches, but VSM approaches can not
consistently give improvements.



ROBUST+LM ROBUST+VSM

MAP GMAP | MRR | P@I0 MAP GMAP | MRR | P@10

OriginalRank 0.0293 0.0137 | 0.1479 | 0.076 OriginalRank 0.0223 0.0097 | 0.0744 | 0.0416
SingleQuery 0.0325 0.0141 | 0.2020 | 0.076 SingleQuery 0.0222 0.0097 | 0.0629 | 0.0375
SingleNeg1 0.0325* | 0.0147 | 0.2177 | 0.084 SingleNegl [ 0.0225*F | 0.0097 | 0.0749 | 0.0375
SingleNeg2 | 0.0330*F | 0.0149 [ 0.2130 | 0.088 SingleNeg2 [ 0.0226*F | 0.0097 | 0.0739 | 0.0375
MultiNeg1 0.0346*T | 0.0150 | 0.2368 | 0.072 MultiNeg1 0.0226*T | 0.0099 | 0.0815 | 0.0375
MultiNeg2 | 0.0363*F | 0.0148 [ 0.2227 | 0.076 MultiNeg2 | 0.0233*T [ 0.0100 | 0.0855 | 0.0416

GOV+LM GOV+VSM

MAP GMAP [ MRR | P@10 MAP | GMAP | MRR | P@I0

OriginalRank 0.0257 0.0054 | 0.0870 | 0.0277 OriginalRank | 0.0290 | 0.0035 | 0.0933 | 0.0206
SingleQuery 0.0297 0.0056 | 0.1070 | 0.0277 SingleQuery | 0.0301 | 0.0038 | 0.1085 | 0.0349
SingleNeg1 0.0300* | 0.0056 | 0.1013 | 0.0277 SingleNegl | 0.0331* | 0.0038 | 0.1089 | 0.0396
SingleNeg?2 0.0289* | 0.0055 | 0.0899 | 0.0259 SingleNeg2 | 0.0298* | 0.0036 | 0.0937 | 0.0349
MultiNeg1 0.0331*F | 0.0058 | 0.1150 | 0.0259 MultiNeg1 0.0294 | 0.0036 | 0.0990 | 0.0349
MultiNeg2 | 0.0311*F | 0.0057 | 0.1071 | 0.0277 MultiNeg2 0.0290 | 0.0036 | 0.0985 | 0.0333

Table 3: Optimal results of LM and VSM on the ROBUST and GOV data sets. * and + mean improvements over OriginalRank and
SingleQuery, respectively, are statistically significant. We only show the significance tests on MAP values. Note that the values are
not comparable across tables since each table corresponds to a different QS0 query set in Table 2.

POS NEG | MNEG
Group?2 relevant 0.0039 | 0.0032 | 0.0081
Group?2 irrelevant | 0.0024 | 0.0034 | 0.0096

Table 4: Similarity between POS, NEG, MNEG learned from
Groupl and relevant/irrelevant documents in Group2.

(2) For LM approaches, MultiNeg always works better than Sin-
gleQuery and SingleNeg. This shows that irrelevant documents
may distract in different ways and do not form a coherent clus-
ter. To verify this, we use the cutting point defined in Section 5.2.1
to form two groups of documents for each query: all documents
before the cutting point form Groupl and the next 50 documents
after the cutting point form Group2. We learn a positive (denoted
as POS) and a negative language model (denoted as NEG) using
the relevant and non-relevant documents in Groupl. Using the
exponential transform of negative KL-divergence as the similarity
measure, we calculate the average similarity between POS/NEG
and relevant/irrelevant documents of Group2. The average values
over all queries are shown in Table 4. We can see that POS has
a notably higher similarity to relevant documents than to irrelevant
documents in Group2, but NEG does not have a notably higher sim-
ilarity to irrelevant than relevant documents. In this table, we also
show the results of multiple negative models (denoted as MNEG).
Clearly, MNEG can distinguish between relevant and irrelevant
documents better than NEG, confirming that negative documents
are more diverse and MultiNeg is more appropriate for negative
feedback.

(3) The results of VSM are mixed, and MultiNeg can not yield
notable improvement on the GOV data. One possible reason is that
the negative query vector generated using one single document in
MultiNeg tends to over-emphasize rare terms due their high IDF
values. In Table 5, we show two documents G37-07-3260432 and
G43-41-3966440 in the GOV data set and their high-weight terms
in the extracted negative query vectors. It is clear that VSM is bi-
ased towards those rare words such as “xxxxx” and “4294”, which
makes the computed negative vectors less powerful to push down
those similar irrelevant documents. For LM, the extracted terms are
much better. This means that LM is more powerful to pick up more
meaningful terms from negative documents and thus works better
on GOV data.

This may also explain why SingleNeg in VSM is generally more
effective than MultiNeg on the GOV data set: SingleNeg uses mul-
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G37-07-3260432 G43-41-3966440
VSM LM VSM LM
XXxxx 22.15 mine 0.1166 pest 17.16 pest 0.1052
csic 20.85 industri 0.0475 || mgmt 16.82 | safeti 0.0861
quarri 20.13 miner 0.0357 4294 15.91 ds 0.0600
naic 19.48 metal 0.0319 ds 14.30 mgmt 0.0451
bitumin 18.65 or 0.0305 ipm 13.46 nih 0.0436

Table 5: Two examples of extracted negative models.

tiple negative documents to compute the negative models. While
the rare words may bias the negative model computed from a sin-
gle negative document in MultiNeg, their weights are small in Sin-
gleNeg since they are not common in all the negative documents.

5.2.3  Results with Simulated Difficult Queries

We have proposed two deletion-based sampling methods to make
an easy query artificially difficult. In this section, we show the re-
trieval results on simulated difficult queries using ALL query sets.
We only show the GMAP values in Table 6. For Random Deletion,
we run it 10 times and the average performance values are reported
here. In this table, we show the results of both deletion methods
on both retrieval models and both data sets. Since Random Dele-
tion deletes more relevant documents for each query than Minimum
Deletion, it is expected that its overall performance is much lower
than that of Minimum Deletion. The relative performance of dif-
ferent negative feedback methods is, however, similar to what we
observed on the naturally difficult query sets, further confirming
that the effectiveness of LM approaches and the MultiNeg strategy.

5.3 Effectiveness of Sampling Methods
5.3.1 Evaluation Methodology

To see whether a simulated test set generated using our sampling
methods is as good as a test set with naturally difficult queries for
evaluating negative feedback, we use both to rank different negative
feedback methods based on their retrieval accuracy (e.g., MAP) and
compare the two rankings; if they are highly correlated, it would
indicate that the simulated test set can approximate a “natural” data
set well.

Formally, assume that we have n negative retrieval functions. We
can rank them based on their performance on the “gold standard”
set (i.e., the naturally difficult queries). This would be our “gold
standard ranking.” Similarly, we can use the simulated difficult
queries to rank all these retrieval functions. We then compute the



ROBUST+LM ROBUST+VSM GOV+LM GOV+VSM

Minimum | Random [ Minimum | Random | Minimum | Random | Minimum | Random

OriginalRank 0.0468 0.0126 0.0455 0.0115 0.0116 0.0069 0.0094 0.0056
SingleQuery 0.0467 0.0126 0.0454 0.0114 0.0119 0.0071 0.0104 0.0061
SingleNeg1 0.0473 0.0127 0.0451 0.0114 0.0118 0.0071 0.0105 0.0063

SingleNeg2 0.0475 0.0127 0.0454 0.0114 0.0120 0.0071 0.0103 0.0061

MultipleNeg1 0.0486 0.0129 0.0460 0.0116 0.0129 0.0075 0.0101 0.0059
MultipleNeg2 0.0487 0.0130 0.0465 0.0117 0.0129 0.0074 0.0100 0.0059

Table 6: The GMAP values of different methods on the simulated difficult query sets using Minimum and Random Deletion methods.

ROBUST+LM | ROBUST+VSM GOV+LM GOV+VSM

MAP | GMAP | MAP | GMAP | MAP | GMAP | MAP | GMAP
Minimum | 0.2990 | 0.4417 | 0.5015 | 0.7815 [ 0.5382 | 0.7608 | 0.4932 | 0.6907
Random | 0.3387 | 0.4537 | 0.3577 | 0.7417 | 0.5669 | 0.8071 | 0.5779 | 0.7271

Table 7: Kendall’s 7 coefficients between naturally difficult and simulated difficult queries.

correlation between these two ranking lists based on Kendall’s 7
rank coefficient. Given two ranking lists 71 and r2 of n retrieval
functions, the coefficient is defined as

2|{(u,v) : 71, r2 agree on order of (u,v),u # v}|

nx (n—1) L

T(ri,re) =

The range of the coefficient is between —1 and 1. When 7(r1,72) >
0, r1 and 7o are positively correlated. The larger the value, the
higher the correlation. 7(r1,72) = 1 if 71 and r2 are exactly the
same.

5.3.2 Results

We construct the simulated difficult queries using both Minimum
and Random Deletion methods. Again we run the Random method
10 times and uses the average values to rank retrieval functions.

Our retrieval functions are from the 5 methods. For each method,
we vary its parameter setting in a certain range. Each parameter
setting will give us a different retrieval function. In total we have
110 retrieval functions.

Table 7 shows the Kendall’s 7 correlation coefficients between
the naturally difficult queries QSO and the simulated difficult queries
on ALL query sets using the two deletion methods. From this ta-
ble, we can see that both deletion methods are positively correlated
with the naturally difficult queries. This confirm that our two dele-
tion methods are reasonable to convert an easy query to a difficult
one. Overall, Random Deletion is better than Minimum Deletion.
Comparing two measures GMAP and MAP, we can see that the
simulated difficult queries are more consistent with the naturally
difficult queries on the GMAP measure. This indicates that GMAP
is more appropriate as a measure on the simulated difficult queries
than MAP. Indeed, GMAP has been used in ROBUST track to eval-
uate difficult queries and this shows the reasonableness of our dele-
tion methods to simulate difficult queries.

5.4 Parameter Sensitivity Study

In this section, we study the parameter sensitivity. Due to space
limit, we only show the results on ROBUST data set with the natu-
rally difficult query set QSO0; other results are similar.

Figure 2 shows the impact of + on the SingleQuery method for
both LM and VSM. We can see that SingleQuery can not effectively
use the negative feedback information and it is quite sensitive if
is larger. Figure 3 shows the impact of score combination param-
eter 3 where we set p = 200. All methods have the same level of
sensitivities to 3 value. Figure 4 shows the impact of the penaliza-
tion scope parameter p. It can be seen that SingleNegl and Multi-
Negl are very sensitive to this parameter, while SingleNeg2 and
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Figure 3: Impact of (3 for SingleNeg and MultiNeg.

MultiNeg?2 are more robust. These results confirm that Heuristic 2
is more stable than Heuristic 1 in general. Eventually, when p is
large enough, the performance of SingleNeg2 and MultiNeg2 will
drop as we penalize more documents which are not very similar
to negative models. Finally, we study the impact of the number of
feedback documents in MultiNeg. We set f = 10 but we only use
a subset of these 10 documents in negative feedback. The result is
in Figure 5 and it shows that we can get more improvement accord-
ing to both MAP and GMAP if we use more documents in negative
feedback. This means that our method can help more when a user
accumulates more negative information.

6. CONCLUSIONS AND FUTURE WORK

Negative feedback is very important because it can help a user
when search results are very poor. In this paper, we conducted a
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systematic study of negative relevance feedback techniques. We
proposed a set of general strategies for negative feedback and com-
pared their instantiations in both vector space model and language
modeling framework. We also proposed two heuristics to increase
the robustness of using negative feedback information. Experiment
results show that modeling multiple negative models is more effec-
tive than a single negative model and language model approaches
are more effective than vector space model approaches. Studying
negative feedback needs a test set with sufficient difficult queries.
We further proposed two sampling methods to simulate difficult
queries using easy ones. Our experiments show that both sampling
methods are effective.

This work inspires several future directions. First, we can study
a more principled way to model multiple negative models and use
these multiple negative models to conduct constrained query ex-
pansion, for example, avoiding terms which are in negative models.
Second, we are interested in a learning framework which can uti-
lize both a little positive information (original queries) and a certain
amount of negative information to learn a ranking function to help
difficult queries. Third, queries are difficult due to different rea-
sons. Identifying these reasons and customizing negative feedback
strategies would be much worth studying.
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