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ABSTRACT
Traditional information retrieval models do not necessarily
provide users with optimal search experience because the
top ranked documents may contain the same piece of rele-
vant information, i.e., the same subtopic of a query. The
goal of search result diversification is to return search re-
sults that not only are relevant to the query but also cover
different subtopics. Therefore, the subtopic modeling is an
important research topic in search result diversification. In
this paper, we propose a novel pattern based method to ex-
tract subtopics from retrieved documents. The basic idea is
to explicitly model a query subtopic as a semantically mean-
ingful text unit in relevant documents. We apply a frequent
pattern mining algorithm to efficiently extract these text
units (patterns) from retrieved documents. We then model
a query subtopic with a single pattern and rank subtopics
based on their similarity with the query. These pattern
based subtopics are then used to diversify search results.

Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Retrieval
models

General Terms
Algorithms
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1. INTRODUCTION
Traditional retrieval models ignore the relations among

documents, and the returned documents may contain the
same piece of relevant information. Intuitively, search re-
sults covering different pieces of relevant information, i.e.,
query subtopics, are more desirable. The goal of search re-
sult diversification [2, 7] is to diversify the relevance doc-
uments based on their coverage of subtopics. One of the
key challenges is to identify the subtopics of a query [3].
The state of the art methods include using topic modeling
methods [2] to discover the subtopics from the collection
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and utilizing external sources such as query logs to identify
the subtopics [7]. Unfortunately, the topic modeling based
methods are inefficient while the external source based meth-
ods are unable to generate collection-specific query subtopics,
which may lead to unsatisfying search results.

In this paper, we propose a novel pattern based subtopic
modeling for result diversification, which can efficiently dis-
cover subtopics from the document collection. Specifically,
we define a pattern as a semantically relevant text unit that
frequently co-occur in the relevant documents. For example,
for query “java”, the patterns might be “programming lan-
guage”, “code development” and “coffee flavor”. We propose
to apply a maximal frequent itemset mining algorithm [1] to
extract patterns. We then propose three weighting strate-
gies to rank the patterns and select the important patterns
as the subtopics. With the identified subtopics, we then use
a state of the art result diversification method, i.e., xQuAD
[7], to diversify search results so that they are not only rel-
evant to the query but also cover more subtopics.

2. PATTERN-BASED SUBTOPIC MODEL-
ING

2.1 Pattern Extraction
A pattern can be defined as a semantically meaningful

text unit. Since the co-occurrences of terms often indicate
semantic relationships between the terms [4], we define a
pattern as a set of terms that satisfy the following two re-
quirements: (1) all of the terms in a pattern need to co-occur
no less than min sup times in the retrieved document set of
the query; and (2) there exists no superset in which all of
the terms co-occur no less than min sup times in retrieved
documents. The second requirement avoid us being over-
whelmed with small patterns with redundant information.

In fact, if we assume that a term is an item and a docu-
ment is a transaction in databases, the definition of patterns
is very similar to that of the maximal frequent itemsets [1].
Thus, we propose to adapt a maximal frequent itemset min-
ing algorithm, i.e., Max-Miner proposed by Bayardo [1], for
pattern extraction. Specifically, we first use query to retrieve
documents based on Dirichlet prior smoothing [9]. We then
construct a set-enumeration tree over all the terms in re-
trieved documents and perform a breadth-first search to find
the patterns. We also use two pruning strategies, i.e., su-
perset frequency pruning and subset infrequency pruning, to
reduce the search space. In particular, this algorithm scales
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Table 1: Diversification performance comparison
α-nDCG precision-IA

@5 @10 @20 @5 @10 20
NoDiversity 0.151 0.183 0.225 0.069 0.069 0.069

PLSA 0.197 0.209 0.240 0.100 0.083 0.078

Pattern+IDF 0.187 0.221 0.256 0.091 0.088 0.090
Pattern+Imp 0.217 0.248 0.287 0.100 0.094 0.089
Pattern+Sim 0.226 0.252 0.279 0.104 0.098 0.087

roughly linearly in the number of patterns and the size of
document collection [1], which is clearly more efficient than
the discussed term similarity based method.

2.2 Pattern based Subtopic Modeling
We treat each pattern as a subtopic candidate and select

the most important patterns as the subtopics. We explore
three weighting strategies to compute the importance of each
subtopic, i.e., IDF [6], Term importance score [8] (Imp) and
Semantic similarity based weighting [4] (Sim).

weightIDF (S) =
∑
t∈S

log
N

df(t)
(1)

weightImp(S) =
∑
t∈S

df(t)

N
· log N

df(t)
(2)

weightSim(S) =
∑
t∈S

∑
q∈Q weightidf (q) · sim(q, t)

|Q| (3)

where S is a subtopic candidate, df(t) is the number of doc-
uments containing term t, N is the number of documents in
the collection, |Q| is the length of the query, and sim(q, t)
denotes the mutual information based term similarity [4].

3. EXPERIMENTS

3.1 Experiment Design
We evaluate the effectiveness of the proposed methods

over the standard collection used for the diversity task in
TREC 2009 [3]. There are 50 official topics and 50 million
English-language pages in the “Category B” data set. The
performance is measured using two official measures [3]: α-
nDCG and precision-IA at three depths, i.e., the top 5, top
10 and top 20 retrieved documents. We use xQuAD [7] to
retrieve documents that not only are similar to the query
but also cover more important subtopics extracted by the
pattern based subtopic modeling method. We also imple-
ment two baseline methods: (1)NoDiversity, where we rank
documents based on only relevance; and (2) PLSA, where we
use the probabilistic latent semantic analysis algorithm [5]
to extract the subtopics and xQuAD to diversify results. We
set the number of subtopics to five for all the methods.

3.2 Effectiveness of Pattern-based Subtopic Mod-
eling

Table 1 shows the performance of all the compared meth-
ods. We make the following interesting observations. (1)
The pattern based subtopic modeling methods are more ef-
fective than the existing topic modeling based method, i.e.,
PLSA. (2) The semantic similarity-based weighting (Sim)
is the best weighting strategy. It ranks subtopics based on
their similarities with the query while the other weighting
strategies ignore their relations with the query. We also
compare our methods with the original xQuAD method [7],

Table 2: Subtopics discovered using pattern based
methods (Query: “poker tournaments”)

Pattern+Imp Pattern+Sim
world, room, freeroll, best play, bonus, room, sunday
freeroll, site, satellite, rule online, schedule, texas, vegas

home, schedule, new, sunday schedule, world, prize, series
bonus, las, vegas, limit wsop, satellite, guarantee, wpt

world, schedule, series, sunday holdem, hand, table, best

which identify the subtopics using query suggestions of Web
search engines. The pattern based subtopic modeling method,
e.g., Pattern+Sim, outperforms the previously studied query
suggestion based method whose best performance of their
method is 0.208 measured based on α-nDCG@10.

3.3 Subtopic Modeling Results
We choose the query “poker tournaments” (wt09-17) as

an example to report the discovered subtopics. The real
subtopics of the query are: “information on the world series
of poker”, “schedule of poker tournaments in Las Vegas”,
“full tilt poker website”, “schedule of poker tournaments in
Atlantic City”, “Texas Hold-Em tournaments” and “books
on tournament poker playing”. Table 2 shows the top terms
of extracted subtopics. Terms related to the real subtopics
are highlighted. The results of Pattern+IDF are not re-
ported because its performance is worse than the other two
methods. The table shows that both pattern based subtopic
modeling methods are effective to find terms of relevant
subtopics. However, it is clear that Sim is more effective
compared with Imp, because it can consider the semantic
similarity between a term and the query. For example, Sim
is able to find three very relevant terms, i.e., “wsop” (World
series of poker) and “wpt” (world poker tour) and “holdem”
while Imp is unable to do so.

4. CONCLUSION AND FUTURE WORK
We study the problem of subtopic modeling for search

result diversification. Compared with existing studies on re-
sult diversification, the unique advantages of the proposed
methods include (1) the query subtopics are directly mod-
eled with patterns, i.e., semantically meaningful text units;
(2) the patterns can be extracted rather efficiently; and (3)
pattern-based methods allow us to focus on the important
content and are more robust to the noises in the documents.
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