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ABSTRACT
Empirical studies of information retrieval suggest that the
e↵ectiveness of a retrieval function is closely related to how it
combines multiple retrieval signals including term frequency,
inverse document frequency and document length. Although
it is relatively easy to capture how each signal contributes to
the relevance scores, it is more challenging to find the best
way of combining these signals since they often interact with
each other in a complicated way. As a result, when deriv-
ing a retrieval function from traditional retrieval models, the
choice of one implementation over the others was often made
based on empirical observations rather than sound theoret-
ical derivations.

In this paper, we propose a novel way of combining re-
trieval signals to derive robust retrieval functions. Instead
of seeking an integrated way of combining these signals into
a complex mathematical retrieval function, our main idea
is to prioritize the retrieval signals, apply the strongest sig-
nal first to rank documents, and then iteratively use the
weaker signals to break the ties of the documents with the
same scores. One unique advantage of our method is that it
eliminates the need of having complicated implementation
of the signals and enables a simple yet elegant way of com-
bining the multiple signals for document ranking. Empirical
results show that the proposed method can achieve compa-
rable performance as the state of art retrieval functions over
traditional TREC ad hoc retrieval collections, and can out-
perform them over TREC microblog retrieval collections.

Categories and Subject Descriptors: H.3.3 [Informa-
tion Search and Retrieval]: Retrieval models

General Terms: Algorithms, Experimentation

Keywords: tie-breaking, prediction

1. INTRODUCTION
Developing e↵ective retrieval functions has been a long-

standing challenge in the field of Information Retrieval (IR).
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Various models have been proposed and studied, such as
vector space models [9,11], classical probabilistic models [6,
7], and language models [5, 12]. Despite their di↵erences,
all the models leverage multiple retrieval signals including
term frequency (TF), inverse document frequency (IDF) and
document length (DL).

Previous studies have shown that the e↵ectiveness of a
retrieval function is closely related to how it implements and
combines these signals [2]. Motivated by this observation,
axiomatic approaches to IR was proposed to formalize the
implementation of these signals through retrieval constraints
and then derive retrieval functions that can satisfy all the
constraints. The axiomatic approaches has been shown to
be useful to develop more e↵ective retrieval functions [1, 3].

Although it is relatively easy to define retrieval constraints
based on desirable properties of a single retrieval signal, it is
rather challenging to formalize constraints that balance the
interactions among multiple ones. A few constraints (i.e.,
TF-LNC [2] and LBs [4]) have been defined to capture the
desirable interaction between TF and DL, but no constraints
have been defined to capture other interactions such as the
one between TF and IDF. Moreover, due to the complexity
of the interaction, the defined constraints are often based
on very specific assumptions (e.g., a query only has a single
term). As a result, these constraints might not generalize
well to the scenarios violating the assumptions.

Moreover, existing studies on axiomatic approaches rely
on traditional retrieval functions to derive more e↵ective re-
trieval functions. The commonly used strategy is to identify
constraints that an existing retrieval function fails to satify
and then revise the function accordingly to satisfy more con-
straints [2–4]. It remains unclear how to search for a new
retrieval function that satisfy all the constraints from the
scratch.

In this paper, we propose a novel way of combining mul-
tiple retrieval signals based on tie breaking. The basic idea
is to calculate the strength of individual retrieval signal, pri-
oritize them based on their strength, and apply a multi-step
tie-breaking method to rank documents. More specifically,
we first use the strongest signal to rank documents. To
break the ties of all the documents with the same scores,
we then apply the next strongest signal to rank them. This
process is repeated until all the signals are used or no more
ties in the ranking list. For example, we could first use
IDF to rank documents and then for all the documents with
the same scores based on such a IDF weighting, we would
break the tied documents by ranking them based on TF. Ex-
tensive experiments are conducted to evaluate the proposed
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tie-breaking based retrieval strategy. Results show that the
proposed strategy is as e↵ective as the state of the art re-
trieval functions over TREC ad hoc search collections and
are more e↵ective over TREC Microblog collections. More-
over, our study reviews that it is not necessary to use the
complicated implementation of the retrieval signals in the
proposed method.

2. TIE BREAKING BASED DOCUMENT
RANKING

2.1 Motivation
Almost all of the existing retrieval functions are imple-

mented by combining multiple retrieval signals such as TF,
IDF and DL, but their implementations vary a lot and some
of them are quite complicated [8,11,12]. These retrieval sig-
nals are then often combined by taking the multiplication
or summation.

The choice of the complicated implemenation is often based
on empirical results rather than the justifications based on
the sound theoretic framework. For example, why do the
IDF implementations always have a log? The intuition of
IDF weighting is well justified, i.e., we want to distinguish
important terms from common ones based on the document
frequency of the terms. But why not use 1

df(t) directly?
In a way, these complicated implementations of retrieval

signals were caused by the requirement of having an inte-
grated mathematical function to rank documents. Since
the interaction among multiple signals could be quite com-
plex [4], the combination requires the balances among these
signals, which were often achieved by heuristic modifications
of the implementations.

However, is it necessary to have a single mathematical
function to rank documents? Are there other simple yet
e↵ective strategies that can combine multiple retrieval sig-
nals? These are the research questions we plan to address
in the paper.

2.2 The Basic Idea
In this paper, we propose a novel multi-level tie-breaking

based strategy to rank documents. The main idea is to com-
bine multiple signals in a multi-step ranking process. Specif-
ically, we will first apply a single retrieval signal to rank
documents. In the cases when multiple documents have the
same scores, the second signal will be used to break the ties.
We will keep applying the next retrieval signal until there
is no more ties or no more signals to be applied. It is clear
that this process could be considered as a way of ranking
documents.

Formally, we use A

L
B to denote the tie-breaking docu-

ment ranking strategy, where we use B to break the ties of
the results generated by using A.

2.3 A Working Example
Let us describe how a specific tie-breaking method (i.e.,

IDF

L
TF ) works through a working example.

Consider a document collection with 7 documents, i.e.,
{d1, d⇤2, d⇤3, d⇤4, d5, d6, d7}. Given a query, d⇤2, d

⇤
3 and d

⇤
4 are

relevant while the other are not relevant. Suppose the rele-
vance scores computed using an IDF weighting strategy are
“1,3,2,5,2,3,4” respectively, which means that d

⇤
2 and d6 re-

ceive the same scores and so do d

⇤
3 and d5. The ranked list

of documents can then be considered as a ranked list of the 5
blocks and documents within each block has the same score:

B1 B2 B3 B4 B5

d

⇤
4 d7 d

⇤
2,d6 d

⇤
3,d5 d1 .

Note that Bi is ranked higher than Bi+1. It is clear that
the performance of this search result is determined by how
we break the ties within each block. There could be four
possible ways of breaking the ties, and their performance
measured with average precision (AP) is shown as follows:

d

⇤
4, d7, d

⇤
2, d6, d

⇤
3, d5, d1 AP = 1

3 ⇥ ( 11 + 2
3 + 3

5 ) = 0.756
d

⇤
4, d7, d6, d

⇤
2, d

⇤
3, d5, d1 AP = 1

3 ⇥ ( 11 + 2
4 + 3

5 ) = 0.700
d

⇤
4, d7, d

⇤
2, d6, d5, d

⇤
3, d1 AP = 1

3 ⇥ ( 11 + 2
3 + 3

6 ) = 0.722
d

⇤
4, d7, d6, d

⇤
2, d5, d

⇤
3, d1 AP = 1

3 ⇥ ( 11 + 2
4 + 3

6 ) = 0.667

Thus, it is clear that the performance range of IDF is
from 0.667 to 0.756, and its expected performance is 0.711.
Note that when evaluating the result with an existing IR
evaluation script such as trec-eval, the performance could be
either one of the four values since the ties would be broken
randomly.

In the next step, we could try to use the TF weighting to
break the ties within each block. For example, if the score
of d6 is higher than d

⇤
2 based on TF and the scores of d⇤3 and

d5 are the same, we would get the following ranked search
results:

B1 B2 B3 B4 B5 B6

d

⇤
4 d7 d

⇤
2 d6 d

⇤
3,d5 d1 .

There is still a tie in block B5. There are two ways of
breaking the tie, and their performance is:

d

⇤
4, d7, d

⇤
2, d6, d

⇤
3, d5, d1 AP = 1

3 ⇥ ( 11 + 2
3 + 3

5 ) = 0.756
d

⇤
4, d7, d

⇤
2, d6, d5, d

⇤
3, d1 AP = 1

3 ⇥ ( 11 + 2
3 + 3

6 ) = 0.722

The performance range of IDF

L
TF is 0.722 to 0.756

with an expected performance 0.739. Comparing this per-
formance with the one using only IDF , we can see that
it has a smaller performance range and a better expected
performance.

2.4 Properties
We now discuss a few properties of the proposed tie-breaking

method.

• The performance of A
L

B is closely related to that
of using only A for ranking. In particular, the perfor-
mance range of A

L
B is a subset of the range when

using only A. The best performance of A

L
B will

not be better than the best performance of A, and the
worst performance of A

L
B would not be worse than

the worst performance of A.

• The expected performance of A
L

B could be better
than that of A when B is a reasonable retrieval signal,
and would be worse otherwise.

• The performance of A
L

B might be the same as that
of A when B and A captures the similar retrieval sig-
nals.

Based on these properties, it is clear that the performance
of the tie-breaking based ranking strategy is closely related
to how to choose the signals and how to prioritize them.

3. EXPERIMENTS

3.1 Prioritizing Retrieval Signals
We leverage the most commonly used retrieval signals:

term frequency (TF), inverse document frequency (IDF) and
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Table 1: Performance Range of TF signals

(MAP@1000)

MAP

B

MAP

W

MAP

E

MAP

R

c(t,D) 0.0612 0.0455 0.0509 0.0504
1 + log(c(t,D)) 0.1332 0.1196 0.1242 0.1240

1 + log(1 + log(c(t,D))) 0.1769 0.1614 0.1668 0.1666
c(t,D)

c(t,D)+1 0.1917 0.1733 0.1800 0.1799

Table 2: Performance Range of IDF signals

(MAP@1000)

MAP

B

MAP

W

MAP

E

MAP

R

1
df(t) 0.4652 0.0820 0.1343 0.1406

log(1 + N

df(t) ) 0.4646 0.0817 0.1336 0.1396

log(1 + maxdf

df(t) ) 0.4646 0.0817 0.1336 0.1396

log

N�df(t)
df(t) 0.4567 0.0817 0.1335 0.1394

document length (DL). To prioritize the signals, we propose
to estimate their strength based on their performance range
and the expected MAP value. In particular, signal A is
stronger than B under the following two conditions: (1) the
best performance of A is higher than that of B; and (2) the
expected performance of A is better than that of B. The first
condition is more important when we choose which signal
should be applied first.

For each signal, we report its performance range as well as
the expected MAP value. MAPB denotes the best perfor-
mance among all the possible document rankings, MAPW

denotes the worst performance, and MAPE denotes the ex-
pected performance. We also report MAPR, i.e., the per-
formance of the ranking list generated by trec-eval, which
arbitrarily breaks the tied documents. Moreover, for each
signal, multiple implementations are considered. The exper-
iments are conducted using the robust04 collection, which is
the collection used for the TREC 2004 robust track.

The TF signal should be implemented in a way to sat-
isfy TFCs constraints defined in the previous study [2]. In
particular, it should favour documents that contain more
occurrences of the query terms and should also favour docu-
ments that cover more distinct query terms. Table 1 shows
the performance range of di↵erent implementations of the
TF signal. It is clear that c(t,D)

c(t,D)+1 is the best choice since
it has the highest MAPB and MAPE values. Note that
the constraint analysis in the previous work can tell us the
first TF implementation in the table is worse than the oth-
ers because it violates more TF constraints, but it can not
distinguish the last three implementations as what we can
do in this paper.

The IDF signal should assign higher weights to the less
frequent terms in the collection. Table 2 shows the perfor-
mance range of di↵erent implementations of the IDF signal.
It is clear that the performance of all these implementa-
tions are similar. Since 1

df(t) has the simplest form, we will
choose this one over the other implementations for IDF sig-
nal. Moreover, if we compare the results with the ones in
Table 1, we see that the IDF signals have larger performance
range and better MAPB values, which suggest that the IDF
signal should be applied before the TF signal.

The DL signal should penalize long documents, and in the
mean time avoid over-penalizing them. Table 3 shows the
performance range of di↵erent representative implementa-
tions of the DL signal. It is clear that the performance of

Table 3: Performance Range of DL signals

(MAP@1000)

MAP

B

MAP

W

MAP

E

MAP

R

1
|D| 0.0219 0.0195 0.0196 0.0196

1

1�s+s

|D|
avdl

(s = 0.2) 0.0219 0.0195 0.0196 0.0196

log

µ

|D|+µ

(µ = 2000) 0.0219 0.0195 0.0196 0.0196

Table 4: Performance of di↵erent combination of

signals (MAP@1000)

MAP

B

MAP

W

MAP

E

MAP

R

IDF

L
TF

L
DL 0.2093 0.2070 0.2070 0.2071

IDF

L
DL

L
TF 0.1700 0.1676 0.1677 0.1677

TF

L
IDF

L
DL 0.1840 0.1817 0.1818 0.1818

TF

L
DL

L
IDF 0.1836 0.1813 0.1813 0.1813

DL

L
IDF

L
TF 0.0219 0.0196 0.0196 0.0196

DL

L
TF

L
IDF 0.0219 0.0196 0.0196 0.0196

all these implementations are equally bad, which suggests
that the DL signal is not as e↵ective as the other two and
might need to be applied after them. Since 1

|D| has the sim-
plest implementation, we choose this one over others in our
experiments.

3.2 Combining Retrieval Signals
According to the properties described in Section 2.4, it

is unnecessary to combine di↵erent implementations of the
same signal because such combinations would unlikely change
the performance. For example, the performance of

1
df(t)

L
log

1
df(t) is similar to that of 1

df(t) since the second
signal could not break the ties caused by the first signal.
Thus, we will apply one implementation from each of the
three signals and then combine them using the multi-level
tie-breaking strategy. Based on our discussions in the previ-
ous subsection, our hypothesis is that 1

df(t)

L c(t,D)
c(t,D)+1

L 1
|D|

is the best choice. We now conduct experiments to verify
the above hypothesis.

The first experiment is designed to test whether applying
the signal with the highest MAPB is the best choice. Specif-
ically, given the implementation of the three signals, we will
use di↵erent order to combine them and see whether the op-
timal order is consistent with the one ranked based on the
decreasing order of MAPB . We use the best strategies de-
scribed earlier for each signal. The performance comparison
is shown in Table 4. It is clear that IDF

L
TF

L
DL gives

the best performance, which means that it is reasonable to
apply the signals with highest MAPB first.

Moreover, it is interesting to mention that the perfor-
mance of the level-by-level is definitely within the range of
that generated by the first level signal alone. This obser-
vation matches what we described in Section 2.4. It also
explains the reason why we should apply the signals with
highest MAPB first: high MAPB simply leaves us enough
space for following signals to further improve the perfor-
mance.

The second experiment is designed to test whether MAPE

of an individual signal is a good indicator of the e↵ectiveness
after the tie-breaking. Table 5 shows the performance when
using di↵erent TF signals. It is clear that the last implemen-
tation is the best, which is consistent with our observation
based on Table 1. Moreover, Table 6 shows the performance
when using di↵erent IDF signals. The performance di↵er-
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Table 5: Performance comparison of di↵erent TF

signals (MAPE@1000)
combinations MAP

E

1
df(t)

L
c(t,D) 0.1841

1
df(t)

L
1 + log(c(t,D)) 0.1988

1
df(t)

L
1 + log(1 + log(c(t,D))) 0.2038

1
df(t)

L
c(t,D)

c(t,D)+1 0.2052

Table 6: Performance comparison of di↵erent IDF

forms (MAPE@1000)
combinations MAP

E

1
df(t)

L
c(t,D)

c(t,D)+1 0.2052

log(1 + N

df(t) )
L

c(t,D)
c(t,D)+1 0.2047

log(1 + maxdf

df(t) )
L

c(t,D)
c(t,D)+1 0.2047

log

N�df(t)
df(t)

L
c(t,D)

c(t,D)+1 0.2033

ent is small, which is also consistent with our observation
from Table 2. It is clear that the complex implementation
of IDF does not necessarily lead to better performance in
the proposed tie-breaking ranking strategy.

3.3 Experiments on More Test Collections
To evaluate how well the derived tie-breaking methods

can be generalized to other collections, we evaluate its per-
formance on four TREC collections:

• Robust05: the collection used in TREC 2005 Robust
track;

• Wt2g: the collection used in TREC 8 Web track;

• MB11: the collection used in TREC 2011 Miroblog
track;

• MB12: the collection used in TREC 2012 Microblog
track.

We compare the proposed method with a few baseline
methods: (1) a simple retrieval function that multiplies all
the selected signal implementation together; (2) a simple re-
trieval function that adds all the selected implementation
together; (3) Pivoted, a state of art retrieval function de-
rived from vector space model [11]; and (4) Okapi, a state of
the art retrieval function derived from classical probabilis-
tic model [8]. The parameters of the last two functions are
set based on the default values suggested by the previous
study [10].

Table 7 shows the results of the performance comparison.
Clearly, the proposed tie-breaking method is more e↵ective
in combining these simple implementations of the signals
than the commonly used methods, i.e., summation and mul-
tiplication. Moreover, on traditional TREC ad hoc retrieval
collections, it can achieve comparable performance as the

Table 7: Performance Comparison (MAPE@1000)

MB11 MB12 Robust05 Wt2g
1

df(t)

L
c(t,D)

c(t,D)+1

L 1
|D| 0.364 0.230 0.165 0.276

1
df(t) ⇥ c(t,D)

c(t,D)+1 ⇥ 1
|D| 0.145 0.082 0.033 0.072

1
df(t) + c(t,D)

c(t,D)+1 + 1
|D| 0.245 0.167 0.164 0.258

pivoted (s=0.2) 0.342 0.204 0.169 0.199
okapi (b=0.75) 0.309 0.172 0.175 0.254

state of the art methods. Finally, the proposed method can
outperform the state of the art methods on Microblog col-
lections. Another advantage of the proposed method is that
it does not have any parameter that needs to be tuned.

4. CONCLUSIONS AND FUTURE WORK
The paper proposes a novel way of combining multiple

retrieval signals. Instead of deriving a complicated math-
ematical function to combine the signals, we explore a tie-
breaking based method to rank documents. In particular, we
estimate the strength of retrieval signals based on the perfor-
mance range, prioritize the signals based on their strengths,
and then use the weaker signals to break the ties created
by the stronger signals. Our experiment results are quite
encouraging. First, it is clear that simple implementations
of retrieval signals works as well as the complicated ones as
long as they satisfy the retrieval constraints. Second, the
proposed tie-breaking strategy is e↵ective. It can achieve
comparable performance as the state of the art retrieval
functions on traditional TREC collections, and can outper-
form them on TREC microblog collections.

There are many interesting future directions that we plan
to pursue. First, we plan to explore more retrieval signals
such as term proximity. Second, it would be interesting to
study how to design more retrieval constraints so that we can
break the ties based on the constraints. Finally, since the
proposed method enable us to use simple signals to achieve
comparable e↵ectiveness, it would be interesting to study
how this would impact the e�ciency of an IR system.
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