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ABSTRACT
The aim of HCIR Challenge is to encourage systems that
can help users to quickly find the needed information and
understand the meanings of the retrieval results. We par-
ticipated in the second task of HCIR Challenge that helps
users understand the competing perspectives on controver-
sial queries. The reason for us to choose this task is that
users need to know the different opinions on the controver-
sial queries while it is difficult for them to get the informa-
tion in traditional retrieval systems that just return a list
of documents without further analyzing the knowledge in
these documents. We develop a system that returns docu-
ments based on their sentiments and topics given the query.
The system retrieves documents given the original query and
displays the topics in the results that are for or against the
query. It then connects the pair of similar topics belonging
to the for and against categories. Therefore, users can easily
know the perspectives in the query and compare the positive
and negative arguments discussing these perspectives in our
system instead of reading all the returned documents and
summarize those information by themselves in traditional
retrieval systems.

1. INTRODUCTION

The HCIR Challenge encourages the novel systems that
give users more guidance to quickly find the needed infor-
mation and get more knowledge from the retrieval results.
It has three tasks that include learning about the topic hav-
ing a long history, understanding the controversial perspec-
tives on the controversial query and answering the question
requiring looking at more than one document. We partici-
pated in the second task because users need to understand
the retrieval results and know different arguments in the re-
sults while they cannot easily get these information from the
traditional retrieval systems that simply return a list of doc-
uments as the results without giving any further knowledge
of the results. Therefore, it is necessary to re-organize the
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retrieval results and provide facilities for users to understand
the results.

We developed a system that returns documents given the
query according to their sentiments and topics. It not only
returns relevant documents but also displays the perspec-
tives in the query and different arguments in each perspec-
tive. The system was based on the Lemur toolkit which we
added a re-organizing component to. The system retrieves
the documents given the query with Lemur and classifies the
returned documents to the categories that are for or against
the query according to their sentiments analysis results us-
ing the toolkit OpinionFinder. It then uses the probabilistic
latent semantic analysis (PLSA) [1] algorithm to extract the
topics in the documents of each category and displays the
topics with both the topic descriptions and the documents
belonging to the topics. We also connect the similar pair of
topics belonging to different categories. Each pair of similar
topics corresponds to a perspective of the query and each
topic correspond to the arguments for or against that query
perspective. The result of the system allows user to easily
know the perspectives in the query and compares the opin-
ions in each perspective by reading the arguments of the
perspective.

The paper is organized as follows. We describe the frame-
work of the system in Section 2 and show the system inter-
face and results in Section 3. We then conclude in Section
4.

2. THE SYSTEM FRAMEWORK
As shown in Figure 1, the steps of the system are listed

as follows:

1. Retrieving documents. We use the Lemur toolkit to
build the index of New York Time corpus and retrieve
documents with Dirichlet prior retrieval function.

2. Analyzing the sentiment of the returned documents.
We use the OpinionFinder toolkit to analyze the sen-
timents in the documents returned in the above step
and classify the documents into categories that are for
or against the query.

3. Mining the topics of documents in each category. We
extract the topics of documents in each category with
PLSA topic modeling method using Lemur toolkit.
Each document and term is assigned to the topic in
which they have the highest probabilities. The num-
ber of topics in each category is set to be 5.
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Figure 1: the architecture of our system

4. Comparing topics belonging to different category. Af-
ter modeling the topics in the for and against category,
we use cosine similarity method to compute the sim-
ilarity between topics using their terms. The pair of
topics belonging to different categories is judged to be
similar and correspond to one perspective of the query
if their similarity is larger than a threshold which is
set to be 0.2.

3. THE SYSTEM INTERFACE
Figure 2 shows the retrieval results of the query rent con-

trol in New York. The system uses PLSA algorithm to ex-
tract the topics in the documents of each category. The
default number of topics is set to be 5. The interface dis-
plays the top ranked terms of the topics and the information
of related documents in each topic. We also build connec-
tions between the similar topics belonging to different cate-
gories and use VS to show that two topics are discussing the
same query perspective but expressing different opinions. As
shown in Figure 2, topic 0-3 in the FOR and AGAINST cat-
egories are discussing the same perspectives while topic 4 in
the two categories are discussing different perspectives. We
can see some encouraging results in the topics. For example,
the topic 0 of FOR and topic 0 of AGAINST are different
opinions about the influence of the rent control to the rent
market, and topic 1 on both sides are about the change of
the rent cost.

Users can check the detail results of each topic when click-
ing the detail button. The table in each topic shows the ID
and title information of the documents. Users can see the
original document with highlighted topic terms, as shown in
Figure 3, when clicking the row of the document.

4. CONCLUSION
The traditional retrieval systems just return a list of doc-

uments for users to read. It is difficult for users to know
all the perspectives in the query. We developed a system
that returns documents based on their sentiments and top-
ics. Therefore, users can easily know the topics that are for
or against the query when reading the topic description and
related documents. They can also compare different argu-
ments on the same perspective when comparing the similar
topics displayed in the system. There are some interesting
future works for the system. First, we can analyze the doc-
uments in each sentiment category to automatically decide
the number of subtopics. Second, we can extract the terms
that express the common meaning of the pair of similar top-

Figure 3: The display of the original document

ics as the description of that pair and use terms expressing
opposite opinions as the description of the individual topic
in the topic pair.
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Figure 2: The retrieval results


