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DOLI:

PROOF 1. “The Tversky’s monotonocity axiom is not compatible
with the dependency constraint”.

The Monotonocity Axiom states that if:
XNYo X' nNnY' AN X\YcX'\Y ANY\ XY \X

then
Sim(X,Y) < Sim(X",Y’)

In the case of the dependency constraint, according to its definition,
if Z and Z’ are disjoint, then:

XNY=Xu2Z)nyYuZ)
X\Y c@Xu\(YuZ)
Y\XcCcXuD\(YuZ)
Therefore, according to the Monotonocity axiom:
Sim(X,Y) < Sim(XuZ,YuZ’)
which contradicts the dependency constraint situation.
PROOF 2. SIM is equivalent to say that there exists a positive sim-

ilarity increase when both the single information quantity increase
and their sum are higher than the join information quantity.
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DOIL:
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P(X"UY) P(XUY)
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T P(X)PWY') T P(X’UY’) T P(X)P(Y’) T P(X)P(Y)
=PMI(X',Y’) > PMI(X,Y) = APMI(X,Y) > 0

The other two conditions are also equivalent.

AT(X)2IT(XUY)=

1 1 1 _t
= log (P(X,)) - log(p(x)) 2 log (P(X’ uy/)) - lOg(P(X uy))

_, (P(X))>l (P(Xuy) )= PX) _ PXUY)
=9\ pwxn ) =9\ Ppx oY) T P(XY) T PXTUYY)
_PX'UYY) PXVY) _ -

=@ 2 pon = PWIX) 2P

= AP(Y|X) > 0

And in the same way:
AT (Y) 2T (XUY)=aPX|Y) =0
PROOF 3. Satisfying SIM implies satisfying the identity axiom.

In order to prove that Sim(X,X) > Sim(X,XY) is enough to
say that information quantity increase (from left to right) of the
first component is zero. The increase of the second component is
negative, as well as the increase of the union:

T(X)-T(XY) <0
T(XUX)-I(XUXY)=TI(X)-I(XY)<0

And equal to the information quantity increase of the second compo-
nent. Therefore, the increase of the second component and the sum
of increases in both components is equal than the union, while the
increase of the first component is strictly higher. Therefore, the SIM
conditions hold.

In order to prove that: Sim(XY,XY) > Sim(XY,X) it is enough
to say that the information quantity increase of the first component



ATIR, August 2017, Tokyo Japan

is zero (from left to right):
I(XY)-I(XY)=0
as well as the union:
T(XYUXY)-T(XYUX)=1I(XY)-I(XY)=0
and the information quantity increase second component is positive:
I XY)-I(X)>0

Therefore, the increase of the second component is equal than the
union, while the increase of the first component and the sum of
increases in both components is strictly higher. Therefore, the SIM
conditions hold.

PROOF 4. SIM axiom captures the identity specificity axiom.
We want to prove that
Sim(XY,XY) > Sim(X,X)

From left to right, the information quantity increase for the first and
second components is positive:

I(XY)-I(X)=k>0
and equal than the information quantity increase of the union:
T(XYUXY)-IT(XUKX)=TI(XY)-I(X)

Therefore, the sum of information quantity increases of both com-
ponents is 2k which is higher than the union. Therefore, the SIM
conditions hold.

PROOF 5. SIM captures the unexpectedness axiom.
We need to prove that if P(Y|X) > P(Y’|X) then
Sim(X,XY) > Sim(X,XY’)

The information quantity increase for the first component is zero.
Regarding the second component and the union:

P(XY) ) _ ( P(X)P(Y|X) )

I(XY)-I(XY') = —log(

P(XY') T\ PP IX)
(P, (PWIX)
= log (P(y'm) - ’Og( PIIX) ) <fog(n) <0

Therefore, the increase of the second component is equal than the
union, while the increase of the first component and the sum of
increases in both components is strictly higher than the union. There-
fore, the SIM conditions hold.

PROOF 6. The Similarity Information Monotonocity axiom cap-
tures the dependency axiom.

We need to prove that one of the SIM condition is enough to
prove that if

P(XZ\YZ') > P(X|Y) and P(YZ'|XZ) > P(Y|X)

then
Sim(XZ,YZ') > Sim(X,Y)

Let us prove it.

P(XZIYZ') > P(X|Y) = P(X|Y) < P(XUZIYUZ)
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which is quivalent to:

P(XUY) - PXUZuyuzZ) _ P(XUZbyUZ’) - P(ybz»
P(Y) PYUZ) .

1
P(XUY) P(Y)

I
—
S)

1 _1_
P(XUY) P(Y)

=I(XUZUYUuZ)-T(XuY)<I(YuZH-I)

Therefore, the information quantity increase of the second compo-
nent is bigger that the information quantity increase of the union.
In the same way,

PYIX) <PYUZ'|XUZ)

1 1
P(XUuZuYyuZ) ) < log( P(YUZ) )

is equivalent to:
I(XuZuYuZH)-IT(XUY)<I(XuZ)-I(X)

Therefore, the information quantity increase of the first component
is bigger that the information quantity increase of the union. And
then, the conditions of SIM holds.

PROOF 7. Assuming independence between intersection and dif-
ference set componentes:

TXUY) =T XnY)+I(X\Y)+I(Y\KX)
then the SIM axioms are equivalent to say that:
AT XNY)Z20AAT(X\Y)<0AAT(Y\X)<0
Let us prove it. Assuming independence:
AT(X)+ 01 (Y) 22l (XUY) =
S20 7 XNY)+ 2T (X\Y)+ 2T (Y \X) >
AT XNY)+ 2T (X\Y)+ 2l (Y \KX)
=AI(XNY)=0

and
AT (X) 2 AT(XVUY)
=sAT(XNY)+aI(X\Y) >
ATXNY)+ AT (X\Y)+2aI(Y\X)
=0> ALY\ X)

And in the same way:
AT (Y) > 2aI(XUY)
=AT(XNY)+ AT (Y \X) >
AT XNY)+AT(X\Y)+ 2T (Y \KX)
=0>al(X\Y)

PROOF 8. According to the ratio contrast model, whenever a; =
a4, the relative ordering of similarity instance values is not affected
by oy

Sim(X,Y) > Sim(X',Y’) =
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af(XNnY) .
af(X\Y)+af(Y\X)+a1 f(XNY)
af(X Ny _
af(X\Y) +asf(Y\NX) +a f(X'NY) ~
1 1

Wf Q) | afONX) | af @) afGNX)
af(XnY) © aif(XnY) af(X'NY’)  af(X'NY’)
af(X\Y)  ofY\X) _ af(X'\Y)  af(Y\X) _
af(XNY) af(XnY) afX’'nY) af(X’'nY’)
f X\Y) +afY\NX) _ af(X'\Y)+af(Y'\X)
fXnY) FX Ny

PROOF 9. The ratio contrast model, does not capture the identity
specificity counter sample.

Assuming that f is zero for an empty set, the self similarity is
fixed for any object:

a1 f(XNX)
arf(X\X) +asf(X\X) +asf (X NX)
B a1 f(X)
T a2 f(0) + asf(0) + asf(X)
afX) a

Taf(X) o
PROOF 10. PMI satisfies the dependency constraint.

If P(XZ|YZ') > P(X]Y), then

Sim(X,X) =

no [ PXYZZ) o
PMI(XZ,YZ') = (P(XZ) *P(yZ’)) = PXZYZ) x>
1 PXY) PXY) _
P(XIM)P(XZ) T P(Y)P(XZ) T P(Y)P(X) = PMICEY)

PROOF 11. PMI does not capture the unexpectedness axiom.
Given a text X U Z subsuming X:

P(XZ U X) ) o ( P(XZ) )
P(XZ)P(X) P(XZ)P(X)
1 PKX
~P(X)  P(XP(X)
Therefore PMI is constant and the unexpectedness axiom can not be
satisfied.

PMI(XZ,X) = log (

= PMI(X,X)

PROOF 12. ICM satisfies the SIM axiom whenever o1 + a2 >
B>a1>ay>0.
IfI(XUY) > 0 then, given that:

AICMy, gy p(X.Y) = a1 8T(X) +a A T(Y) - fAT(XUY)

Given that &1 > 0, az > 0, I(X) > I(X U Y) and I(Y) >
I(XuY):

AICMg, , p(X,Y) 2 a1 AT (XUY ) +a2 0T (XUY)-FAT (XVY)
(a1+a2=B) AT (XUY)>AT(XUY)>0
In other case, if I(X UY) < 0 then
AICMgy g, (X, Y) =1 AT(X)+taz A T(Y) - AT (XVUY) 2
aq AT X))+ aI(M)-rlX)-prI(Y)=
(a1 =P)aT(X)+ (2= ) 2 I(Y) =
“f-a) 2 I(X)=(f-az) 0 T(Y) >
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~B-a) aT(XUY) ~ (B-a2) 5 T(XUY) =
—2f—a1—a) AT (XUY)
Given that
2—a1—ay>2-f-p=0
and I (X U Y) < 0 Therefore:

—(2B-a1—a) s I(XUY) >0

PROOF 13. ICM has a direct relationship with Pointwise Mutual
Information and conditional probabilities.

When f = a1 = az then ICM matches with the Pointwise Mutual
Information.
P(XUY)*
ICMg,q,a(X,Y) == log (P(X()‘7‘—>1<P()Y)"‘) =
:alog( P(XUY) ) _
P(X) = P(Y)
At the other extrem when f = a1 +ap, the ICM fit into the product
of conditional probabilities.
a+ay
ICMay a1+ (KoY ) == log (}fgi—i)})(m) -
_ g( P(X UY)ata ) _ (P(X UY)® « P(X U Y)“Z) _
P(X)% % P(Y) P(X)% % P(Y)
_y (P(X UY)# P(XUY)*
PX)®  P(Y)*
Being a1 = a2 = a:

) — log (P(YIX)™ P(X[Y)™)

alog (P(Y|X) = P(X]Y))

PROOF 14. Assuming independence between component sets and
information quantity as salience function, both ICM and the linear
constrast model are equivalent

ICMy, 4, (X.Y) = a1 T(X) + 2T (Y) - I (X U Y)
= (TXNY)+T(X\Y) + (T (X NY)+T(X\Y))-
BIXNY)+IT(X\Y)+I(Y\X))
=(ar+a =B IL(XNY)-(f-a1)(T(X\Y)) - (B-a)T(Y\X))



