20.11 XOR (in fact any Boolean function) 15 easiest to construct using step-function units.
Because XOR is not linearly separable, we will need a udden layer. It turns out that just one
hidden node suffices. To design the network, we can think of the XOR function as OR with
the AND case (both mputs on) ruled out. Thus the hidden laver computes AND, while the
output laver computes OF but weights the output of the ludden node negatively. The network
shown in Figure 520.3 does the tnick.
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Figure 520.3 A network of step-function neurons that computes the XOR function.




