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Abstract

IEEE 802.11 MAC mainly relies on two techniques to combat interference: physical carrier sensing and RTS/CTS

handshake (also known as ‘‘virtual carrier sensing’’). Ideally, the RTS/CTS handshake can eliminate most interference.

However, the effectiveness of RTS/CTS handshake is based on the assumption that hidden nodes are within trans-

mission range of receivers. In this paper, we prove using analytic models that in ad hoc networks, such an assumption

cannot hold due to the fact that power needed for interrupting a packet reception is much lower than that of delivering

a packet successfully. Thus, the ‘‘virtual carrier sensing’’ implemented by RTS/CTS handshake cannot prevent all

interference as we expect in theory. Physical carrier sensing can complement this in some degree. However, since in-

terference happens at receivers, while physical carrier sensing is detecting transmitters (the same problem causing the

hidden terminal situation), physical carrier sensing cannot help much, unless a very large carrier sensing range is

adopted, which is limited by the antenna sensitivity. In this paper, we investigate how effective is the RTS/CTS

handshake in terms of reducing interference. We show that in some situations, the interference range is much larger

than transmission range, where RTS/CTS cannot function well. Two independent solutions are proposed in this paper.

One is a simple enhancement to the IEEE 802.11 MAC protocol. The other is to utilize directional antennas. Simulation

results verify that the proposed schemes indeed can help IEEE 802.11 resolve most interference caused by large in-

terference range.

� 2003 Elsevier B.V. All rights reserved.
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1. Introduction

In wireless networks, interference is location

dependent. Thus, the hidden terminal problem
may happen frequently [1]. Resolving hidden ter-

minal problem becomes one of the major design
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considerations of MAC protocols. IEEE 802.11

DCF is the most popular MAC protocol used in

both wireless LANs and mobile ad hoc networks

(MANETs). Its RTS/CTS handshake is mainly
designed for such a purpose. However, it has an

underlying assumption that all hidden nodes are

within the transmission range of receivers (e.g. to

receive the CTS packet successfully). From our

study, we realize that such an assumption may not

hold when the transmitter–receiver distance ex-

ceeds a certain value. Some nodes, which are out
ed.
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of the transmission range of both the transmitter

and the receiver, may still interfere with the re-

ceiver. This situation happens rarely in a wireless

LAN environment since there most nodes are in

the transmission range of either transmitters or

receivers. However, in an ad hoc network, it be-
comes a serious problem due to the large dis-

tribution of mobile nodes and the multihop

operation. In this paper, we show that for the open

space environment, the interference range of a re-

ceiver is 1.78 times the transmitter–receiver dis-

tance (under TWO-RAY GROUND pathloss

model). This implies that RTS/CTS handshake

cannot function well when the transmitter–receiver
distance is larger than 0.56 (equal to 1/1.78) times

the transmission range. We then further analyze

the effectiveness of RTS/CTS handshake under

such situations and its relationship with physical

carrier sensing. Our study reveals that large inter-

ference range is a serious problem in ad hoc net-

works and may hurt the network capacity as well

as the network performance significantly. This is
confirmed via simulation experiments.

To attack this problem, we investigate two

techniques in this paper. The first technique is a

simple MAC layer scheme with some minor

modifications of IEEE 802.11 MAC DCF. Its

major idea is to prevent the transmissions when

the link quality is weak (e.g. transmitter–receiver

distance is large) by selectively replying CTS
packets. The major drawback of this MAC layer

technique is the reduced effective transmission

range. The second technique is to enhance the

hardware, more precisely to use receiving beam

forming (RBF) antennas. RBF antenna is a type of

directional antennas, where the transmission is

omnidirectional, but the reception is directional. It

is capable to prevent interference by lock onto a
specific direction for packet reception. In this pa-

per, we prove that once the beam width of the

RBF antenna is smaller than a certain value, it can

totally bypass interference due to the large inter-

ference range. Both of the two techniques have

their advantages and disadvantages, which will be

discussed and investigated in this paper.

The rest of this paper is organized as following.
In Section 2, we briefly review some related work

in the literature. Section 3, we compute interfer-
ence range and analyze the effectiveness of RTS/

CTS handshake using an analytical model. The

relationship between interference range and phys-

ical carrier sensing range is also discussed. In

Section 4, we identify the problems caused by large

interference range. In Section 5, two independent
solutions are proposed and discussed. Perfor-

mance evaluations via simulation are given in

Section 6 and we conclude the paper in Section 7.
2. Related work

Large interference range has been realized by
more and more researchers in recent years [2,3]. In

[2], the influence of large interference range to the

ad hoc network capacity is studied. In [3], large

interference range is also recognized as one of the

major factors which causing TCP unfairness/cap-

ture problem. However, so far from our knowl-

edge, we have not seen any work trying to analyze

and resolve this problem in detail. Thus, this paper
presents a preliminary and original study on this

topic.

Resolving hidden terminal problem is one of the

major tasks of MAC protocols such as IEEE

802.11 [4]. However, most of them assume that

hidden nodes are within transmission range of the

receiver. Thus, schemes such as RTS/CTS hand-

shake will suffer to the large interference range
greatly. In the early times of MAC protocol design

for packet radio networks, a receiver-initiated

busy-tone scheme was proposed to solve the hid-

den terminal problems [5]. Receiver-initiated busy-

tone is actually able to eliminate the collisions

caused by large interference range although it was

not originally proposed for this use. However, it

needs a separate wireless channel for the busy-
tone, which is not desirable in the real ad hoc

networks.

Interference reduction is also one of the ad-

vantages of MAC schemes for power control. By

adjusting the transmission power, a node is able to

reduce its interference to other transmissions [6].

In this paper, we assume all wireless radios are

homogeneous. Since in the reality (at least in cur-
rent stage), gracefully adjusting the transmission

power is still not practical, we prefer a fixed
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transmission power. Comparing our proposed

MAC scheme to those power control schemes, we

have different targets. Our MAC scheme focuses

on eliminating the collisions due to large interfer-

ence range, not power consumption.
3. Effectiveness of RTS/CTS handshake

The RTS/CTS handshake of IEEE 802.11

MAC does not work as well as we expected in

theory. It cannot prevent hidden terminal prob-

lems completely. In this section, we explain this

through a simple theoretical analysis. For better
understanding, we first define three radio ranges

related to a wireless radio, namely transmission

range (Rtx), carrier sensing range (Rcs) and inter-

ference range (Ri).

• Transmission range (Rtx) represents the range

within which a packet is successfully received

if there is no interference from other radios.
The transmission range is mainly determined

by transmission power and radio propagation

properties (i.e., attenuation).

• Carrier sensing range (Rcs) is the range within

which a transmitter triggers carrier sense detec-

tion. This is usually determined by the antenna

sensitivity. In IEEE 802.11 MAC, a transmitter

only starts a transmission when it senses the me-
dia free.

• Interference range (Ri) is the range within which

stations in receive mode will be ‘‘interfered with’’

by an unrelated transmitter and thus suffer a loss.

3.1. Interference range and the interference area

Within the three ranges listed above, the
transmission range and carrier sensing range are

generally well known. They are fixed ranges only

affected by the properties of the wireless radios

installed at the sender and receiver. The interfer-

ence range, however, draws little attention. Many

research work in ad hoc networks usually ignores

the interference range or just simply assume it

same to the transmission range. From our study,
we realize that the interference range is not a fixed

range. Rather it is essentially related to the trans-
mitter receiver distance. In some situations, the

interference range can goes far beyond the trans-

mission range, resulting various problems that

have not been considered carefully in the litera-

ture. In this section, we investigate the interference

range and its relationship to the other two ranges.
Nodes within the interference range of a re-

ceiver are usually called hidden nodes. When the

receiver is receiving a packet, if a hidden node also

tries to start a transmission concurrently, collisions

will happen at the receiver. When a signal is

propagated from a transmitter to a receiver, whe-

ther the signal is valid at the receiver largely de-

pends on the receiving power at the receiver. Given
transmission power (Pt), the receiving power (Pr) is
mostly decided by pathloss over the transmitter–

receiver distance, which models the signal attenu-

ation over the distance. Other factors include

multipath fading, shadowing, environment noise

etc. Here we ignore these factors since they are

minor factors in the open space environment.

According to [7], in the open space environment,
the receiving power (Pr) of a signal from a sender d
meters away can be modelled as Eq. (1).

Pr ¼ PtGtGr

h2t h
2
r

dk
: ð1Þ

In Eq. (1), Gt and Gr are antenna gains of trans-

mitter and receiver respectively. ht and hr are the

height of both antennas. Here, we assume that the

ad hoc network is homogeneous, that is all

the radio parameters are same at each node. k
should be larger than 2 and reflects how fast the

signal decays. The larger it is, the faster the signal
attenuates. In the open space environment, the

TWO-RAY GROUND pathloss model is gener-

ally adopted. Within this model, when the trans-

mitter is close to the receiver (e.g. within the

Freznel zone [7]), receiving signal power is inverse

proportional to d2. When their distance is larger

(e.g. outside of Freznel zone), the receiving signal

power is then inverse proportional to d4 [7]. In this
paper, since we mostly focus on situations where

transmitter–receiver distance is large, we assume k
is always equal to 4 for TWO-RAY GROUND

model. Another common pathloss model used in

wireless networks is the open space pathloss

model, which has k as 2.
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A signal arriving at a receiver is assumed to be

valid if the signal to noise ratio (SNR) is above a

certain threshold (TSNR). Now, we assume a

transmission is going from a transmitter to a re-

ceiver with transmitter–receiver distance as d
meters and at the same time, an interfering node
r meters away from the receiver starts another

transmission. Let Pr denote the receiving power of

signal from transmitter and Pi denote the power of
interference signal at the receiver. Then, SNR is

given as SNR ¼ Pr=Pi. Here, we ignore the thermal

noise since it is ignorable comparing to interfer-

ence signal. Under the assumption of homoge-

neous radios, we get

SNR ¼ Pr=Pi ¼
PtGtGr

h2t h
2
r

dk

PtGtGr
h2t h

2
r

rk

¼ r
d

� �k
P TSNR; ð2Þ

rP
ffiffiffiffiffiffiffiffiffiffi
TSNR

k
p

� d: ð3Þ

This implies that to successfully receive a signal,

the interfering nodes must be at least
ffiffiffiffiffiffiffiffiffiffi
TSNR

k
p

� d
meters away from the receiver. We define this as

the interference range Ri of the receiver regarding
to a specific transmission with transmitter–receiver

distance as d meters. Thus we have the formal

definition of Ri as

Ri ¼
ffiffiffiffiffiffiffiffiffiffi
TSNR

k
p

� d: ð4Þ

From Eq. (4), it is easy to see that when the

transmitter–receiver distance d is larger than

Rtx � T�1=k
SNR , interference range then exceeds the

transmission range Rtx. In practice, TSNR is usually

set to 10. Under the TWO-RAY GROUND

pathloss model, k is equal to 4. Then we have in-

terference range as Ri ¼
ffiffiffiffiffi
104

p
� d ¼ 1:78 � d. When

d is larger than 0:56 � Rtx, Ri is larger than Rtx. This

is easy to understand that power level needed for

interrupting a transmission is much smaller than

that of successfully delivering a packet. With the
formal definition of the interference range, we can

now define the interference area Ai around a re-

ceiver as Eq. (5). All nodes located in the inter-

ference area are called hidden nodes of the

receiver.

Ai ¼ pR2
i : ð5Þ
3.2. Effectiveness of RTS/CTS handshake

Since the major purpose of RTS/CTS hand-

shake is to avoid interference caused by hidden

nodes, it is interesting to evaluate how effective it
is. To do so, we first define the effectiveness of

RTS/CTS (ERTS=CTS) as below:

ERTS=CTS ¼
Ai\RTS=CTS

Ai

: ð6Þ

Here, Ai is the total interference area defined in

Eq. (5). Ai\RTS=CTS represents part of the inter-

ference area where nodes can receive RTS or

CTS successfully. When d 6Rtx � T�1=k
SNR , apparently

Ai\RTS=CTS is equal to Ai since transmission range is

now larger than the interference range. Thus,
ERTS=CTS is equal to 1. When d increases beyond

Rtx � T�1=k
SNR , Ai\RTS=CTS becomes smaller than Ai,

resulting the ERTS=CTS smaller than 1. ERTS=CTS

further decreases along with the increase of d. The
upper bound of d is Rtx since if d is larger than Rtx,

the two nodes are out of range of each other. The

situation that d is larger than Rtx � T�1=k
SNR and

smaller than Rtx is illustrated in Fig. 1.
From Fig. 1, we can approximately calculate

the ERTS=CTS when d is within ½T�1=k
SNR � Rtx;Rtx�. The

dark shaded area in Fig. 1 represents part of the

interference area which is not covered by RTS/

CTS handshake (e.g. Ai � Ai\RTS=CTS). To calculate
SNR
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this area, we should first calculate the angle H as

shown in Fig. 1.

cos
H
2

� �
¼ d=2

Rtx

) H ¼ 2 arccos
d

2Rtx

� �
: ð7Þ

We approximately calculate the shaded area in

Fig. 1 as 2p�H
2p ðpR2

i � pR2
txÞ. Thus, the interference

area covered by RTS/CTS is given as

Ai\RTS=CTS ¼ pR2
i �

2p�H
2p

ðpR2
i � pR2

txÞ: ð8Þ

The total interference area is given as Ai ¼ pR2
i .

Thus, we get

ERTS=CTS ¼

1 if 06 d 6 T�1=k
SNR � Rtx;

1� p�arccos d
2Rtx

� �� 	
d2�T 2=k

SNR
�R2

tx½ �
pd2�T 2=k

SNR

if T�1=k
SNR � Rtx < d 6Rtx:

8>>><
>>>:

ð9Þ

To see the effectiveness of RTS/CTS handshake
clearly, we plot Eq. (9) in Fig. 2 for TWO-RAY

GROUND model (e.g. k ¼ 4) and SNR-

THRESHOLD (TSNR) as 10. The X -axis of Fig. 2
is the transmitter–receiver distance d. Y -axis is the
effectiveness of RTS/CTS handshake (ERTS=CTS).

Clearly when d exceeds a certain value (for this

specific case, the value is 0:56 � Rtx), the effective-

ness of RTS/CTS handshake drops rapidly. In
such situations, many collisions may happen due

to the large interference range and hidden terminal

problem. Certainly this is not as people expected

in theory.
 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

E
ff

ec
tiv

en
es

s 
(E

R
T

S/
C

T
S)

transmitter-receiver disance (d)
Rtx0.56*Rtx

Fig. 2. Effectiveness of RTS/CTS handshake for TWO-RAY

GROUND model and SNR threshold as 10.
3.3. Influence of physical carrier sensing

The effectiveness of RTS/CTS can be improved

by the physical carrier sensing (CSMA part of

IEEE 802.11 MAC which is known as CSMA/CA)
performed at each node before it starts a trans-

mission. However, since interference happens at

receivers while carrier sensing is detecting trans-

mitters (the same situation as hidden terminal

problem which inspires the RTS/CTS handshake),

physical carrier sensing cannot help too much. We

demonstrate how carrier sensing helps reducing

interference in Fig. 3.
Three dotted circles in Fig. 3 represent three

different carrier sensing ranges. Rcs1 represents the

ordinary case where carrier sensing range is

slightly larger than the transmission range. Such

physical carrier sensing cannot reduce the uncov-

ered interference area much. If we can further in-

crease the carrier sensing range to Rcs3 (equal to

(d þ Ri)) as shown in Fig. 3, we can now totally
cover the interference area. Interestingly, when the

carrier sensing range exceeds Rcs2 (equal to

(d þ Rtx)), all the area covered by RTS/CTS

handshake is now totally covered by carrier sens-

ing. That means when the carrier sensing range

is larger than (d þ Rtx), RTS/CTS is no longer
Area covered by RTS/CTS

Interference area not covered by RTS/CTS

transmitter

Rtx

d receiver
Ri

Rcs1

Rcs2

Rcs3

Fig. 3. Illustration of how physical carrier sensing help reduc-

ing interference.
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needed! Three issues are concerned for such a large

carrier sensing range. First, carrier sensing range is

usually a fixed range. Adaptively adjusting this

range according to different transmitter–receiver

distance d would be complex. Thus, the maximum

values of Rcs2 and Rcs3 when d equals to Rtx should
be taken, which are 2 � Rtx and Rtx þ 1:78 � Rtx ¼
2:78 � Rtx respectively (under assumption of TWO-

RAY GROUND pathloss model). Second, the

carrier sensing range is decided by the sensitivity

of antennas. Thus there is a hardware limitation.

Third, too large carrier sensing range will reduce

the network throughput significantly. All nodes

outside of interference range of receiver but still
within the carrier sensing range of the transmitter

have to defer for current transmission, although

most of them would not cause interference at the

receiver. Thus, the spatial reuse is reduced signifi-

cantly.

Through the analysis and discussions above, we

draw following conclusions:

• The interference range at a node is not fixed as

the transmission range. It is receiver centered

and related to transmitter–receiver distance.

• RTS/CTS handshake is not sufficient enough to

reserve the total interference area of the receiver

when the transmitter–receiver distance is larger

than T�1=k
SNR � Rtx.

• A physical carrier sensing range larger than
transmission range can help reducing interfer-

ence. However, big carrier sensing range is not

desired due to hardware limitations and signifi-

cant throughput reduction.

As an end of this section, we list some hardware

parameters of Lucent ORiNOCO wireless card in

Table 1. Here, we only list the parameters for open
Table 1

Hardware characteristics of the Lucent ORiNOCO wireless

card

Parameter name Values

Transmission rate 2 Mbps

Transmission power (Pt) 15 dBm

Transmission range (Rtx) 400 m

Receiver sensitivity )91 dBm

Carrier sensing range (Rcs) 670 m
space environment with transmission rate as 2

Mbps [8]. Note, the carrier sensing range is not

directly from Lucent. We calculated it according to

other parameters.
4. Problem caused by large interference range

In this section, we investigate how the large

interference range affects the network perfor-

mance. The effect of interference to the capacity

of a single chain is discussed in [2], where NS2

simulator is used and the transmission range and

interference range are set to 250 and 550 m re-
spectively. The topology of a single chain is il-

lustrated as in Fig. 4 and the distance between

neighbor nodes is 200 m. Clearly, if not consider-

ing the large interference range, the capacity of this

single chain is 1/3 of the channel bandwidth, which

is 2 Mbps. (Considering the overhead of RTS,

CTS, etc, the authors of [2] give the achievable

channel bandwidth as 1.7 Mbps.) The reason is the
spatial reuse constrain. When node 1 is transmit-

ting to node 2, node 2 and node 3 cannot transmit

at the same time. Thus, capacity is reduced to 1/3

of the channel bandwidth. However, if the large

interference range is considered, this capacity is

further reduced to 1/4 of the channel bandwidth

since now node 4 also cannot transmit concur-

rently with node 1 since it will interrupt the re-
ception at node 2. (An interference range as large

as 550 m is used in [2].) This is certainly a signifi-

cant reduction to the network capacity.

Several things need to be noticed with above

discussion. First, in [2] a fixed interference range as

large as 550 m is used, which is more than twice of

the transmission range (e.g. 250 m). From our

derivation in this paper, we notice that the inter-
ference range is not a fixed range. It depends

on the distance between the transmitter and

the receiver. Second, according to our analysis,

the interference range is around 1.78 times the

transmitter–receiver distance under TWO-RAY
1 432 5 6

Fig. 4. Influence of interference to the capacity of a chain.
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GROUND pathloss model. Thus, for the topology

in Fig. 4, the interference range is around 356 m. It

means node 4 actually cannot interrupt reception

at node 2. However, the capacity reduction due to

interference is still clear, although may not be ex-

actly 1/4. Actually, whether node 4 can interfere
with node 2 is totally dependent on the distance

from node 2 to node 3 and from node 3 to node 4.

For example, if the distance of node 2 to node 3

and node 3 to node 4 is slightly reduced to 150 m,

then node 4 can interfere with node 2 again. Third,

the most important thing we want to stress is that

IEEE 802.11 itself can schedule the transmissions

of node 1, 2, and 3 very well with the help of RTS/
CTS. That is node 2 and node 3 will defer while

node 1 is transmitting. However, it cannot sched-

ule the concurrent transmissions of node 1 and

node 4 since node 4 is out of transmission range of

node 1 and node 2. It cannot hear the CTS packet

from node 2. Thus, even an upper bound of ca-

pacity considering of interference is given as 1/4 of

the channel bandwidth, IEEE 802.11 MAC cannot
achieve this bandwidth since a lot of bandwidth

will be wasted due to collisions.

To further demonstrate the performance de-

gradation due to large interference range, we did a

simple experiment using QualNet simulator [9].

(More detailed description of QualNet is provided

at Section 6.1.) The topology of our experiment is

demonstrated in Fig. 5. The distance from node 1
to node 2 and node 3 to node 4 is fixed as 300 m.

Transmission range of the wireless radio is 367 m

with channel bandwidth as 2 Mbps following the

standard. We vary the vertical distance between

node 3, 4 and node 1, 2 to check the influence of

large interference range. Two CBR sessions based

on UDP are involved with directions from node 1

to node 2 and node 4 to node 3 correspondingly.
Since the CBR is constant rate traffic without re-
1

43

2

d

Fig. 5. Scenario for investigation of collisions due to large

interference range.
transmissions, it is possible that the two flows may

synchronize to each other rendering the results not

general enough. To avoid the synchronization of

the two flows, we slightly modified the CBR traffic

generator. Given the rate as n packets per second

(pps), we divided time into slots as 1=n seconds.
In each time slot, a packet is sent to the network.

Sending time of the packet is uniformly distributed

in the whole slot.

Metrics we selected for our investigation are the

aggregated throughput of the two flows and the

MAC data packet corruption ratio. MAC data

packet corruption ratio is defined as the portion of

data packets transmitted at the MAC layer that
are interrupted at the receiver due to interference.

Two things have to be clarified here. First, IEEE

802.11 may retransmit same data packet several

times (e.g. 4 times in most implementations) if no

ACK is received. We count each retransmission as

an independent data packet transmission. Second,

several reasons may cause the drop of a data

packet. For example a transmitter will drop a data
packet when it retransmits the RTS several times

(e.g. 7 times in most implementations) without

getting a CTS back. In our experiments, we only

count those data packet drops corrupted by in-

terference at the receiver. Experiment results are

reported in Figs. 6–9.

In Figs. 6 and 7, the packet rates of two CBR

flows are set to 800Kbpswith packet size 1024 bytes
(thus 100 pps). The packet rate of CBR is selected as
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to utilize the full bandwidth when the two flows

share the channel (e.g. the available channel band-

width to each flow is 1.7 Mbps/2¼ 850 Kbps). It is

interesting to notice that when the distance between

node 2 and node 3 is 300, 400 and 500 m, the

aggregated throughput in Fig. 6 is dramatically
decreased. This is controversial to our common

impression.When node 2 and node 3 is 400m away,

they are already out of transmission range of each

other. Thus, the two connections should be able to

reuse the channel. However, the throughput is even

worse than when the two nodes are within trans-

mission range of each other. This is contributed by

the large interference range and ineffectiveness of
RTS/CTS for resolving hidden terminal problems

under such situations. For example, when node 4 is

out of the transmission range of node 2, it cannot

successfully receive the CTS packet of node 2.

However, since it is still in the interference range of

node 2, transmission from node 4 will interrupt any

packet reception at node 2 (same thing happens to

node 1 and node 3). Only when node 3 and node 4
are all out of interference range of node 2 (e.g.

distance of node 2 and node 3 is larger than 500 m),

the two connections are fully separated from each

other. The data packet corruption ratio shown in

Fig. 7 clearly confirms this. Figs. 6 and 7 also

demonstrate that physical carrier sensing cannot

help reducing interference too much. Clearly, it is

only helpful when distance of node 2 and node 3 is
around 500 m for the investigated scenario. Under

this situation, node 4 is out of interference range of

node 2 and node 1 is out of interference range of

node 3. However, node 2 and node 3 are still within

interference range of each other. Under IEEE

802.11, node 2 and node 3 have to transmit CTS and

ACK packets, although they do not transmit any

data packet. Such transmissions make these two
nodes also interfere with each other. With help of

physical carrier sensing, node 2 and node 3 can

avoid interfering with each other. However, when

interference is caused by node 1 and node 4 (e.g. 300

and 400 m cases), carrier sensing range as large as

670 m cannot reduce such interference since node 1

and node 4 are too far away from each other to

sense the ongoing transmissions.
We further investigate the relationship between

the rates of a node sending out data packets and
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the MAC data packet corruption ratio due to in-

terference. Different data packet size is also ex-

plored. In this experiment, we fixed the distance

between node 2 and node 3 as 300 m. Simulation

results are given in Figs. 8 and 9.

From Figs. 8 and 9 we can see that when the
packet rate of CBR sessions is smaller than 10 pps,

there are only little interference. This is easy to

understand since when traffic is light, the proba-

bility that two nodes transmit at the same time is

small. When the packet rate is increased, the data

packet corruption ratio is increased quickly as

shown in Fig. 9. Data packet size also affects the

data packet corruption ratio greatly. Apparently,
when data packet size is large, the transmission time

of a data packet is also long. Then the probability a

data packet is corrupted will be much higher. This

leads to a dilemma that to fully utilize the channel

bandwidth (e.g. reduce the overhead of RTS/CTS),

larger data packet size is preferred. However, larger

data packet size will waste much bandwidth since

many data packets are corrupted due to large in-
terference range. Fig. 9 clearly shows that increas-

ing data packet size from 512 to 1024 bytes, around

15% more data packets are corrupted. This is con-

firmed when data packet size is further increased to

1460 bytes. The aggregated throughput in Fig. 8

also confirms our conclusion. When traffic is light,

increasing the data packet size can improve the

network throughput. However, when traffic is
heavy, larger data packet size actually degrades the

network performance due to the fact that more data

packets are corrupted by interference.

In [3,10], the authors also discovered that large

interference range is one of the major factors

which cause poor performance and significant

capture/unfairness problem of TCP flows (namely

TCP unfairness). In conclusion, we would like to
point out again that since IEEE 802.11 is unable to

solve collisions caused by large interference range

effectively, it hurts the network performance sig-

nificantly in various aspects.
5. Proposed solutions

As shown in Section 3, the ineffectiveness of

RTS/CTS handshake on resolving large interfer-
ence range will cause significant data packet cor-

ruptions at the MAC layer and in turn wastes

channel bandwidth and degrades the network

performance. In this section, we propose two so-

lutions to attack this problem. The first scheme is a

simple MAC layer scheme based on the IEEE
802.11 MAC with some minor modifications.

Another solution is to adopt the RBF antennas.

RBF antennas are one kind of directional anten-

nas. It can lock on the direction where the signal

from for receiving. Thus ignores interference from

other directions.

5.1. A simple MAC layer solution: conservative

CTS reply

We propose a MAC layer scheme called con-

servative CTS reply (CCR) to help IEEE 802.11

MAC combat the large interference range. The

main idea is that a node only replies a CTS packet

for a RTS request when the receiving power of

that RTS packet is larger than a certain threshold
(CTS-reply-threshold) (e.g. not reply CTS to re-

mote node since the transmission is easy to be in-

terrupted), even if the RTS packet is received

successfully and this node is idle. This CTS-reply-

threshold should be larger than the threshold re-

quired for a node to successfully receive a packet.

For example, let Pr0:56 denote the receiving power

at a receiver which is 0:56 � Rtx away from the
transmitter when there is no interference from

other nodes. If we use Pr0:56 as the CTS-reply-

threshold, ideally a node only replies CTS packets

to those nodes which are at most 0:56 � Rtx meters

away. Since when the transmitter–receiver distance

is smaller than 0:56 � Rtx, all interference area is

covered by RTS/CTS handshakes, we can totally

eliminate the data packet collisions caused by large
interference range. The drawback is that our

scheme actually reduces the effective transmission

range to resolve the interference. Clearly this is

a tradeoff. In practice, the CTS-reply-threshold

can be adjusted to achieve an optimal network

throughput.

Our modifications as CCR for IEEE 802.11

result an inconsistency between broadcasting and
unicasting since in IEEE 802.11, broadcast pack-

ets are not protected by RTS/CTS handshake.
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Unfortunately, most routing protocols in MA-

NETs use broadcast for route discovery. Thus, an

undesirable situation may happen that the routing

protocols will discover a link, which may be dis-

abled by our scheme if the two nodes of that link

are too far away from each other. To solve this
problem and maintain consistency of broadcasting

and unicasting of IEEE 802.11, we also require a

node to drop broadcast packets if the receiving

power of that packet is below CTS-reply-thresh-

old.

The major disadvantage of the CCR scheme is

the reduced effective transmission range, thus

lower network connectivity. This can be comple-
mented by increasing the network density. Actu-

ally, the network density is usually decided

according to the transmission range of the wireless

radios. Thus, when a MANET is deployed, the

network density now should take into account of

the effective transmission range if our scheme is

applied.

5.2. A physical layer solution: receiving beam

forming antenna

Directional antennas have become a very active

research field in recent several years. It is capable

to eliminate undesired interference from compet-

ing stations. In this paper, we will show that by

adopting directional antennas, the problem of
large interference range can be reduced. The an-

tenna we used is a simple type of directional an-

tenna, which can lock on and receive signals from

a certain direction. The transmission is still om-

nidirectional. We call such an antenna as a RBF

antenna. RBF antennas can be used transparent to

the MAC layer. In this paper, we use standard

IEEE 802.11 MAC on top of the RBF antennas.
One implementation of a RBF antenna is the

switched beam forming antenna. It has multiple

antenna patterns, which aim to different directions.

Usually, one pattern is targeting one direction and

yields a higher antenna gain in that direction. The

multiple patterns are combined to cover the whole

360� direction. When the radio senses a signal, it

will look up the best pattern, which gives the
strongest receiving power, and lock onto that

pattern for the entire reception. Signals from other
directions then have low antenna gains, thus un-

likely to interfere with current reception unless the

interfering signal is very strong or it comes from

the same direction with the desired signal. An il-

lustration of a RBF antenna is given in Fig. 10.
Here, we only draws one pattern includes a main

lobe and two small side lobes. In this work, for

simplicity, we use an abstract model of the direc-

tional antenna as illustrated in Fig. 11. We view

the directional antenna as a sector with beam

width as b (e.g. we ignore the side lobes). In the
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abstract model, a pattern of the directional an-

tenna is decided by two angels a and b as shown.

Angle a is called the angel of direction which in-

dicates the direction that a pattern aims to. Angle

b is the width of the beam formed by the antenna.

The smaller the angle b, the better it can prevent
interference from other directions. Of course, the

smaller it is, the more patterns a RBF antenna has

to maintain, thus more overhead and more ex-

pensive as well as larger physical size.

Now, we prove that once the beam width

smaller than a certain value, the interference due

to larger interference range can be mostly pre-

vented. As shown in Fig. 12, the angle c indicates
the upper bound of the beam width of a RBF

antenna. S and R denote the sender and receiver of

a transmission correspondingly. We draw the

transmission range and the interference range of S
and R as shown in Fig. 12. Nodes within the

transmission ranges of S and R will hear RTS

or CTS or both. Thus they would not send out

packets. That area is marked as the RTS/CTS
cleaned area. Nodes within the interference range

of sender S will also defer when they sense the

channel busy. That area is marked as physical

carrier sensing cleaned area. Only those nodes in

the area marked as interference area in Fig. 12 can

interfere with the receiving at R. So, if the beam

width of a pattern used for receiving is smaller

than angle c, we can reasonably expect that nodes
in the original interference area now are prevented
RTS/CTS cleaned area

Interference area

Physical carrier sensing
cleaned area

γ
S Rd

Ri

Fig. 12. Upper bound of the beam width.
from interfering with current transmission. From

Fig. 12, we can approximately get

cos
c
2

� �
¼ d=2
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¼ d
2

ffiffiffiffiffiffiffiffiffiffi
TSNR
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p

� d
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For the common open space environment, as
derived in the previous sections that the interfer-

ence range under TWO-RAY GROUND model is

1:78 � d. Accordingly, we get c as 2 � arccosð1=
ð2 � 1:78ÞÞ � 147�. Thus, to eliminate most inter-

ference due to large interference range, the beam

width of a RBF antenna must be smaller than

147�, which is easy to fulfill in practice. In our

future simulations, we use the RBF antenna with
beam width as 45�.
6. Performance evaluation

6.1. Simulation platform and basic simulation sce-

nario

All simulations in this paper are done using

QualNet simulator [9], which is the successor of

GloMoSim [11] simulation library. According to

[12], QualNet incorporates a detailed model of the

physical channel and of the IEEE 802.11 MAC

layer. The TWO-RAY GROUND pathloss model

and the RBF antenna are also implemented. Thus,

it provides a good platform for our study of dif-
ferent radio ranges.

The simulation scenario configured in our ex-

periments is consisting of 100 mobile nodes ran-

domly deployed in a 2500 m · 1000 m field. Most

physical and MAC layer parameters are set ac-

cording to the open space environment following

the IEEE 802.11 standard and Lucent wireless

cards. The pathloss model adopted is the TWO-
RAY GROUND model. Channel bandwidth is

2 Mbps. The transmission power is 15 dBm, re-

sulting a transmission range as 367 m. The an-

tenna sensitivity is )91 dBm yielding a carrier

sensing range as 670 m. All these parameters

match that of Lucent ORiNOCO wireless card

listed in Section 3 very well. Routing protocol
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adopted is the DSDV [13] routing. Applications

for generating traffic are randomly selected UDP

based CBR flows with packet size as 1024 bytes

and packet rate as 10 pps.

The major metrics used are (1) MAC data

packet corruption ratio, (2) aggregated throughput
of all CBR flows, (3) data packet delivery ratio of

CBR flows, and (4) average data packet delay of

the CBR flows. The MAC data packet corruption

ratio has been defined in Section 4. We only count

the corruption ratio of unicast data packets, thus

exclude routing packets which are broadcast

based. Aggregated throughput is the sum of the

throughput of all CBR flows at the end of simu-
lation. Data packet delivery ratio is the total

number of data packets received at the receiver

divided by total number of data packets sent out

by the senders. Average data packet delay is the

average end-to-end delay of data packets from

senders to receivers.

6.2. Effect of large carrier sensing range

From the discussions in Section 3, we have seen

that increasing the physical carrier sensing range

can help reducing interference due to the large

interference range. Moreover, in popular network

simulators like NS2, GloMoSim, QualNet, the

default carrier sensing range is usually almost

twice of the default transmission range. For ex-
ample, in NS2 simulator, the default transmission

range is 250 m, while the default carrier sensing

range is 550 m. The default values in QualNet are

367 and 670 m correspondingly. In this section, we

verify that such a large carrier sensing range is

helpful in terms of improving network perfor-

mance. It is worth mention here that except the

large interference range pointed out in previous
sections, larger carrier sensing range is necessary

also because the interfering noise is usually accu-

mulated. Multiple concurrent transmitters far

away may also cause strong interference if their

signals are accumulated. Thus, usually the physical

carrier sensing range should be larger than trans-

mission range for detecting possible interfering

signals as well as environmental noise before a
node starts its own transmission. The drawback of

large carrier sensing range is that it may over-
prevent concurrent transmissions for efficient

channel utilization since all nodes within the car-

rier sensing range of the sender need to defer to its

transmission.

In this experiment, the original IEEE 802.11

MAC protocol is examined under different carrier
sensing ranges from 367 m (e.g. equal to trans-

mission range) to 670 m (e.g. default carrier sens-

ing range in QualNet). Further larger carrier

sensing range may over the hardware limitation.

Thus, we didn�t further increase it. The traffic is 20

randomly selected CBR flows, which is quite high

load. The experiment results are given in Figs. 13–

15. The X -axis of these figures is the different
carrier sensing ranges in terms of the antenna

sensitivity given as power levels. Its meaning is

that when the antenna senses a signal with power

larger than that value, it considers the channel as

busy. The corresponding carrier sensing ranges are

also given in the figures.

From Fig. 13 we observe that the increase of

carrier sensing range indeed can reduce MAC layer
data packet corruption ratio in some degree. This

is also reflected in the network performance as the

increase of aggregated throughput (Fig. 14) and

packet delivery ratio (Fig. 15). However, as we

pointed out, since carrier sensing is detecting the

transmitter, while interference happens at the re-

ceiver, increasing the carrier sensing range cannot

effectively prevent all collisions. Since larger car-
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rier sensing range is good for reducing interfer-
ence, in the rest of simulations, we use the carrier

sensing range as 670 m.

6.3. Optimal values of CTS-reply-threshold

In this series of experiments, we want to identify

the optimal value of the CTS-reply-threshold used

in the proposed CCR scheme. The higher this
threshold, the better it can reduce interference.

However, it also decreases the effective transmis-

sion range, resulting long-hop paths, potentially

worsen the network performance. The CTS-reply-
threshold is the key for this tradeoff. Thus, in these

experiments, we give different values of this

threshold from )81 to )72 dBm to determine the

optimal threshold. )81 dBm is equal to the packet

reception threshold, which means any correctly

received RTS will be replied. This is same as the
original IEEE 802.11. When we increase this

threshold above )81 dBm, some RTS�s from

nodes within the transmission range but not close

to the receiver will be ignored. The perfect

threshold under which all potential interference

are prevented is given as Pr0:56 as derived in the

Section 5.1 for the TWO-RAY GROUND model.

In QualNet simulator, it equals to )71.6 dBm.
Thus, there is no need to further increase the CTS-

reply-threshold. The experiment results are pre-

sented in Figs. 16–18. The X -axis of these figures is

the different values of the CTS-reply-threshold of

the CCR scheme in terms of signal reception

power. The corresponding effective transmission

ranges resulted from the CCR scheme using these

threshold values are also given in the figures.
From Fig. 16 we observe that CCR is capable to

reduce most interference once the CTS-reply-

threshold exceeds )76 dBm (equal to effective

transmission range as 282 m). Further increase of

this threshold has no much gain and may result in

degradation of network performance as observed

in Fig. 17. In Fig. 17, the aggregated throughput

also reaches the maximum at )76 dBm. Further
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increase of the threshold gives less throughput.
This is due to the increase of path length from end

to end as a result of the decrease of the effective

transmission range. Longer paths (in terms of

number of hops) trigger more packet forwarding

at the intermediate nodes consuming more band-

width. Thus, too higher threshold values may ac-

tually degrade the network performance. This is

also confirmed in Fig. 18, where the packet deliv-
ery ratio reaches the highest point also at )76
dBm although further increase of the threshold

does not trigger too much degradation. From this

series of experiments, we conclude that the optimal
value of the CTS-reply-threshold is around )76
dBm. Further increase of the threshold may cause

too much overhead without visible gain. In the rest

of the simulations in the next section, we will set

the value of the CTS-reply-threshold as )76 dBm.

The corresponding effective transmission range
is then 282 m.

6.4. Comparison of CCR and RBF antennas

After the optimal value of the CTS-reply-

threshold of the CCR scheme is decided, in this

section, we compare the CCR scheme and RBF

antennas for investigating their usefulness of
eliminating interference due to large interference

range. The simulation scenario used here is same

to previous experiments. We fix the CS range as

670 m and the CTS-reply-threshold as )76 dBm.

We then vary the traffic load from 2 CBR flows to

20 CBR flows to compare the two proposed so-

lutions. Experiment results are presented in Figs.

19–22.
In these figures, the curve titled ‘‘IEEE 802.11’’

represents the results using original IEEE 802.11

MAC. Curve titled ‘‘IEEE 802.11 +CCR’’ is the

results using IEEE 802.11 with the CCR scheme.

Curve with title ‘‘IEEE 802.11 +RBF antenna’’

represents experiment results using original IEEE

802.11 at MAC layer and RBF directional antenna

model at the physical layer. From Fig. 19, we can
see that the original IEEE 802.11 encounters a lot
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of MAC data packet corruptions due to interfer-

ence when the network load is increased. The CCR

scheme and the RBF antenna are both capable to

prevent such data packet corruptions. More pre-

cisely, CCR scheme shows corruption rate always

below 3% under heavy load, while that of the RBF
antenna is always nearly zero. For network per-

formance as aggregated throughput (Fig. 20) and

data packet delivery ratio (Fig. 21), similar results

are observed. CCR scheme and RBF antenna both

capable to improve the network throughput and

data packet delivery ratio. RBF antenna is only

slightly better than CCR scheme. However, in Fig.

22, we observe that CCR scheme shows much
longer average data packet delay even longer than

that of the original IEEE 802.11 MAC. This is

mainly due to the increase of the path length from

end to end since the effective transmission range is

reduced nearly 1/4 (e.g. from 367 to 282 m). The

RBF antenna on the country shows very good

performance with short packet delays. This is be-

cause it prevents a lot of interference which will
cause longer packet delay when no RBF antenna is

used (IEEE 802.11 adopts the binary exponential

backoff scheme. The MAC layer delay increases

quickly for packet retries). Its transmission range

is also kept same to the original.

From the network performance aspect, RBF

antenna outperforms the CCR scheme although

both of them are capable to prevent interference
due to large interference range. However, RBF

antennas require additional hardware. The direc-

tional antennas are usually more expensive and

with larger physical size. The CCR scheme in

contrast is a pure MAC layer scheme without any

special requirement of the hardware. It is much

cheaper to implement and deploy. In conclusion, if

the performance is the major concern and antenna
size is not a big issue, then RBF antennas should

be a good choice. If the expense and compatibility

as well as antenna size is the major concern, then

CCR scheme is preferred.
7. Conclusion

This paper has three major contributions. First,

we analyze the interference range for the open
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space environment in detail. The effectiveness of

RTS/CTS handshake in terms of resolving such

kind of interference is also explored. We believe

that such a quantified analysis would be helpful to

research in ad hoc networks, especially those

works targeting the network capacity, scheduling
and TCP fairness etc. in ad hoc networks. Second,

frequent data packet corruptions due to large in-

terference range are verified through simulation

experiments. The relationship between data packet

corruption ratio and data packet size as well as

traffic intensity is also investigated. Third, two

schemes are proposed to combat the large inter-

ference range. The main advantages of each
scheme are also discussed and investigated. RBF

directional antennas give best network perfor-

mance. However, it requires additional hardware,

which are not easy to deploy. The CCR scheme is

simple and only has trivial modifications to IEEE

802.11 standard. Thus, although more sophisti-

cated MAC layer schemes (e.g. adjusting the

transmission power, etc.) can be proposed, our
scheme would be simpler and more practical.

Simulation experiments also show that both solu-

tions can eliminate most packet collisions due to

large interference range.
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