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Cyber Scanning: A Comprehensive Survey
Elias Bou-Harb, Mourad Debbabi, and Chadi Assi

Abstract—Cyber scanning refers to the task of probing enter-
prise networks or Internet wide services, searching for vulnera-
bilities or ways to infiltrate IT assets. This misdemeanor is often
the primarily methodology that is adopted by attackers prior
to launching a targeted cyber attack. Hence, it is of paramount
importance to research and adopt methods for the detection and
attribution of cyber scanning. Nevertheless, with the surge of
complex offered services from one side and the proliferation of
hackers’ refined, advanced, and sophisticated techniques from
the other side, the task of containing cyber scanning poses serious
issues and challenges. Furthermore recently, there has been a
flourishing of a cyber phenomenon dubbed as cyber scanning
campaigns — scanning techniques that are highly distributed,
possess composite stealth capabilities and high coordination —
rendering almost all current detection techniques unfeasible.
This paper presents a comprehensive survey of the entire cyber
scanning topic. It categorizes cyber scanning by elaborating on
its nature, strategies and approaches. It also provides the reader
with a classification and an exhaustive review of its techniques.
Moreover, it offers a taxonomy of the current literature by
focusing on distributed cyber scanning detection methods. To
tackle cyber scanning campaigns, this paper uniquely reports
on the analysis of two recent cyber scanning incidents. Finally,
several concluding remarks are discussed.

Index Terms—Probing, Cyber scanning, Network reconnais-
sance, Scanning events, Probing campaigns.

I. INTRODUCTION

CYBERSPACE is the electronic world created by
interconnected networks of information technology

and the information on those networks. It can be defined
as the interdependent network of information technology
infrastructures, including the Internet, telecommunication
networks, computer systems, and embedded industrial
processors and controllers. Cyberspace is a global commons
where more than 1.7 billion people are linked together to
exchange ideas and services [1]. Moreover, it underpins
almost every facet of a modern society and provides critical
support for the economy, civil infrastructure, public safety,
and national security. Cyberspace is controlled and operated
using information and communication technologies. The latter
could be considered as the nervous system of our today’s
world, as critical infrastructures such as telecommunication,
transportation, financial services, agriculture, electric grids
and public health services profoundly depend on it for their
successful operations.

It is evident that individuals, industry and governments
are embracing the many advantages that cyberspace offers.
According to two recent reports [1, 2], 87% of North
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American corporations used the cyberspace to conduct
business, where the online sales revenue due to that were
estimated at $62.7 billion. Moreover in 2009, 74% of
households had paid Internet service, 59% of personal tax
filings were completed electronically and 67% of north
Americans had banked online. Furthermore, governments
have also become increasingly dependent on the Internet.
The Canadian Federal government alone offers more than
130 commonly used services online, including tax returns,
employment insurance forms and student loan applications
[3]. Thus, nowadays, the success of cyberspace is an essential
asset which demands protection against malicious misuse and
other destructive attacks. This task is indispensable yet very
challenging.

Recent events demonstrated that cyberspace could be sub-
jected, at high speeds and in full anonymity, to severe attacks
with drastic consequences. One particular research revealed
that 90% of United States companies have been the target of
a cyber attack, with 80% suffering a significant financial loss
[4]. In addition, the cyber security report [1] elaborated that
in a recent one year period, 86% of large north American
organizations had suffered a cyber attack where the loss
of intellectual property as a result of these attacks doubled
between 2009 and 2011. Moreover, the report alarmed that
more than 60% of all the malicious code ever detected,
originating from more than 190 countries, was introduced
into cyberspace solely in 2011. In general, cyberspace could
facilitate the following cyber attacks:

• Distributed Denial of Service (DDoS) [5]: It is an attempt
to make a computer or network resources unavailable.
It consists of attacks that are deployed to temporarily
or indefinitely shutdown services. The timing of such
attacks can be coordinated to exploit the availability of
critical organization infrastructure by directing enormous
flood of Internet traffic towards a small set of targeted
Internet Protocol (IP) addresses. By flooding the available
bandwidth with intensive traffic, DDoS can effectively
bring down a service with potential loss of financial
revenue.

• Advanced Persistent Threats (APTs) [6]: APTs typically
refer to a group, such as a foreign government, with
both the capability and the intent to persistently and
effectively target an entity. These cyber attacks possess
high stealth techniques and are often target-specific. They
are advanced since their operators have a full spectrum of
intelligence-gathering techniques at their disposal. APTs
assign priorities to specific tasks rather than opportunis-
tically seek information for financial or other gain. The
attack is conducted through continuous monitoring and
interaction in order to achieve the defined objectives. APT
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Fig. 1. The Anatomy of a Cyber Attack

attacks are executed by coordinated human actions rather
than by just relying on automated pieces of code. Their
operators are typically very skilled, motivated, organized
and well funded.

• Zero-day Attacks [7]: These attacks exploit the observa-
tion of newly discovered yet un-patched vulnerabilities
to achieve their malicious tasks. While a number of
detection mechanisms have been proposed to protect
against these attacks, including, access control lists on
the edge network, port-knocking and application white-
listing [8], these cyber attacks are still very dominant and
pose serious issues and challenges.

• Cyber Terrorism: Cyber terrorism refers to the use of
cyber attacks in terrorist activities. With the increase
of cyber warfare incidents such as Stuxnet [9] and the
Russian-Georgian War [10], cyber attacks can shift from
targeting corporations to targeting governments and mil-
itary facilities. With the ever escalating political tension
between various world parties, these cyber attacks are
becoming a fifth dimension of warfare [11] and a leading
advantage to their operators.

Despite efforts to protect the cyberspace, the latest report
from senior government officials highlighted that only limited
progress has been made in improving the cyber security of
crucial networks [12].

Cyber scanning or network reconnaissance is a growing cy-
ber security concern due to the fact that it is the primary stage
of an intrusion attempt that enables an attacker to remotely
locate, target, and subsequently exploit vulnerable systems. It
is basically a core technique and the main facilitator of the
above mentioned cyber attacks. Figure 1 depicts the anatomy
of a cyber attack where it is seen that cyber scanning plays a
major role.

Networks and Internet wide infrastructure are under con-
stant attack from a variety of unproductive or malicious
network activity that includes probes from misconfigured and
exploited systems, backscattered traffic [13], and automated
tools and botnets [14, 15]. Yegneswaran et al. [16] estimated
that there exist 25 billion daily global intrusion attempts
and this activity continues to increase. Panjwani et al. [17]
concluded that a significant 50% of attacks against cyber

systems are preceded by some form of network scanning
activity. Large numbers of worm-infected systems randomly
scan the Internet searching for susceptible systems to exploit.
Over the past few years, malicious outbreaks of very large size
and severity have rapidly spread across vulnerable systems.
In fact, there have been worm outbreaks that have been able
to scan and infect 90% of all the vulnerable cyber hosts in
less than 10 minutes [18]. Furthermore recently, there have
been a flourishing of a cyber phenomenon dubbed as cyber
scanning campaigns. These are scanning techniques that are
extremely distributed, possess composite stealth capabilities
and high coordination. Rather than focusing on specific hosts
or networks, these campaigns aim at probing and consequently
exploiting the Internet’s services and infrastructures. Hence,
the capability to detect and attribute various scanning activity
is a very important task to achieve as this will prevent the
actual cyber attack from occurring.

A. Related Surveys

Although cyber scanning has been studied before, especially
its detection techniques, the literature still lacks a survey that
provides the readers, coming from different backgrounds,
with a comprehensive coverage of the topic. For instance,
Barnett et al. [19] solely focused on scanning techniques by
providing a taxonomy. Their taxonomy analyzed three main
scanning techniques, namely, TCP, UDP and ICMP scans.
They presented the techniques using patterns and utilized the
scanning speed as an additional attribute. In another survey,
Bhuyan et al. [20] elaborated on port scans and their detection
methodologies. This survey highlighted on single-source and
distributed detection techniques. Moreover, it provided some
information on available detection data sets and evaluation
metrics. The above two surveys are the closest to the work
that we present in this paper. It is noteworthy to mention
that the work we present in this paper solely focuses on
network scanning or probing. The latter is often the primarily
methodology that is adopted by attackers prior to launching
a targeted cyber attack. Thus, our intention from this work
is not to survey cyber attacks or their detection/prevention
approaches but rather to highlight on cyber scanning as
a precursor technique to launching various cyber attacks.
The literature has already provided various taxonomies and
discussions of cyber threats [21], including, denial of service
attacks [22], botnets [23], malware [24], phishing [25] and
spamming [26].

In this paper, we contribute in the following points:
1) By primarily providing a categorization of the entire

cyber scanning topic, by discussing cyber scanning’s
nature, approaches and strategies. This offers the readers
a strong, coherent and clear entry point into the topic.

2) By providing a classification for 19 cyber scanning tech-
niques. We thoroughly further discuss this exhaustive
and comprehensive list of techniques, and provide their
advantages and disadvantages. We as well present a
complete summary of those techniques.

3) By developing a unique literature taxonomy of dis-
tributed cyber scanning detection methodologies. This
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also covers new material after 2010, the year of the latest
related survey [20].

4) By highlighting on a new phenomenon of cyber scan-
ning known as cyber scanning campaigns and presenting
the analysis of two of its recent incidents targeting two
diverse Internet wide infrastructures.

B. Paper Organization

The rest of this survey is organized as follows. In Section
II, we present a categorization of the entire cyber scanning
topic. In Section III, we provide an exhaustive discussion on
cyber scanning techniques. A literature review and a taxonomy
on distributed scan detection techniques is depicted in Section
IV. In Section V, we report on two recent cyber scanning
campaign incidents. Finally, concluding remarks and lessons
learned are stated in Section VI.

II. CYBER SCANNING: NATURE, STRATEGIES &
APPROACHES

In this section, we provide a categorization of the entire
cyber scanning topic as depicted in Figure 2. We further
present a discussion that elaborates on the nature, strategies
and approaches of cyber scanning.

A. Nature of Cyber Scanning

Cyber scanning can be first classified based on its nature;
whether the scanning or probing is performed actively or
passively. In this section, we present those criteria and
consequently discuss their advantages and disadvantages.

1) Active Scanning: Active scanning is the process of
identifying network services by transmitting certain packets
known as the probe packets towards network hosts and
devices and subsequently monitoring their responses. Active
scanning is typically employed by malicious adversaries to
probe a network for certain vulnerabilities. It needs to be
noted though that active scanning has a legitimate use as
part of a robust network security policy. It allows a network
operator to discover the open services in the network in an
attempt to check those for known vulnerabilities. The probe
packets could either be generic, targeting a specific protocol
rather than a certain application, or they can be targeted,
focusing on a precise host application. An instance of a
generic probe packet could be the typical TCP handshaking
procedure [27] for establishing a connection. The latter
technique could be used to identify services operating on
well-known ports. However, this technique is deficient in two
cases. First, this method will only verify the readiness to
open a TCP connection and not what service is supported by
the connection. Thus, it tends to misinterpret services running
on non standard ports. Second, it fails to classify services
that have no standard ports, or those that use dynamic port
assignment such as services utilizing the remote procedure
call (RPC) protocol [28]. UDP probing is another employed
approach for active scanning. Certain protocols, especially
those running on well-known UDP ports, will successfully
respond to a UDP probe packet. Moreover, one can indirectly

infer the presence of a UDP service by the lack of a negative
response; many hosts automatically generate ICMP port
unreachable messages [17] when no process is listening to a
given UDP port. Although a lack of response is not definitive,
it might indicate the presence of a UDP service.
One example of active scanning is operating systems
fingerprinting [29, 30]. This procedure is rendered by the
real-time attempt to remotely determine the operating system
(type and version) of a particular host of interest. The idea
is to send packets to a host so that any responses (or lack
of responses) could be analyzed. The responses to these
sequences of packets form a signature or a fingerprint for
the remote operating system that can be compared against
a signature database of known operating system versions.
Operating system fingerprinting takes advantage of the
observation that each operating system’s network stack [27]
(i.e., software that implements the TCP/IP protocol) has slight
variations in the way it responds to certain packets. These
variations offer the ability to determine the type of the remote
host operating system. Another example of active scanning
is application fingerprinting [31]. It is the real-time action
of trying to remotely determine the applications or services
running on a particular host of interest. Servers routinely
send information about the applications they are running to
client systems during normal connection activities. The initial
text sent by servers during a connection attempt is known
as a banner. The act of harvesting banners during an active
identification of network systems and their applications [32]
is an interesting and a beneficial concept. For instance, banner
grabbing would be routinely performed during vulnerability
testing (i.e., penetration testing) of the network. The software
versions advertised in application banners can identify
potential security issues if it is determined that the software
version contains known vulnerabilities.

2) Passive Scanning: Passive scanning [33] identifies net-
work services by observing traffic generated by servers and
clients as it passes an observation point. Specialized hardware
or software could be inserted and installed at the monitor-
ing point to successfully establish passive monitoring. Many
routers can ‘mirror’ ports, sending copies of packets out of
another interface to a monitoring host. Furthermore, hardware
taps such as optical splitters place no additional burden on
the router, but require a brief service interruption to install.
Alternatively, Wireshark [34] is one of the most prominent
passive software tools.
The detection of well-known services (both TCP and UDP)
with passive monitoring is fairly straightforward. An exchange
of traffic with a given host indicates an operational service.
For TCP, the monitoring host only needs to capture TCP
connection setup messages (i.e., the SYN packets [27]); the
completion of the three way handshake clearly indicates that
a service is available. Under normal operations, the presence
of a positive response to a connection request (SYN/ACK) is
a sufficient evidence of a TCP service. UDP services can also
be identified by observing traffic; however, since UDP is a
connectionless protocol, the concept of ‘server’ and ‘client’ is
not sufficiently clear without application protocol information.
In addition, while bi-directional traffic positively indicates a
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Fig. 2. A Categorization of the Cyber Scanning Topic

UDP service, unidirectional traffic may also indicate a service
(since UDP does not mandate a response), but may as well
indicate unsolicited probe traffic. As with active probing,
passive scanning can not identify services that do not run on
well-known ports.
One example of passive monitoring is Passive Asset Detection
System (PADS) [35]. The system is a signature-based software
used to passively detect network assets using application
fingerprinting. It attempts to provide an accurate and current
listing of the hosts and services offered on the network. It
utilizes the TCP, ARP, and ICMP protocols [36] to perform
its signature matching.

3) Discussion: Based on the aforementioned active and
passive scanning descriptions, we subsequently discuss their
advantages and disadvantages.

In general, active scanning provides a comprehensive report
of all open and unprotected ports at the time of the probing.
However, it will not detect ports that are filtered by firewalls
or obscured by mechanisms such as port knocking [37].
Active scanning typically performs very fast in achieving its
task. The main disadvantage of active probing is that it is
very intrusive. Active probes solicit a response that would not
have been sent otherwise. This can be detected and logged
by the host or by intrusion detection systems, particularly
if one systematically scans all hosts in a region. A second
disadvantage of active scanning is that it does not identify
hosts that may be temporarily unavailable at the time of

the scan. This disadvantage can be mitigated using multiple
active scans, although additional scans may draw further
attention and hence increase the probability of being detected.

First, passive monitoring has a advantage of being non-
intrusive. In fact, it generally cannot be detected by either
communication parties. A second advantage of passive mon-
itoring is that it can better detect active services running
on transient hosts. Thus, it is specifically effective against
machines that are frequently powered off, such as laptops, or
hosts temporarily disconnected from the network. Third, pas-
sive monitoring can detect services that active probing misses
because of firewall configurations. Fourth, passive monitoring
can also provide insights into trends and other behaviors which
active probing cannot. While monitoring servers, passive mon-
itoring can also track clients, providing extra information such
as server popularity and server load. Finally, since passive
monitoring consumes no network resources (other than the
monitoring host), it can be run on a long-term basis as part of
normal network operations. The main disadvantage of passive
monitoring is that it only detects services that are active.
Therefore, silent servers go unmonitored, even though they
may still pose vulnerabilities. Nevertheless, this disadvantage
can be mitigated by long term monitoring.

B. Cyber Scanning Strategies

Cyber scanning activities can also be defined by which
strategy they adopt. We can classify those strategies into four
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Fig. 3. Cyber Scanning Strategies

classes; remote to local scanning, local to remote scanning,
local to local scanning and remote to remote scanning. The
first three classes take into consideration the boundaries of
a specific enterprise network and define the direction of the
cyber scanning activity. Such activity can be generated by a
diverse number of hosts, targeting a number of hosts, and
using various cyber scanning methods and techniques.

The remote to local scanning [38] refers to a remote host,
outside the boundary of a specific network, performing some
sort of cyber scanning on a host inside the enterprise network.
This strategy is the most worrisome for enterprise network
administrators as they attempt to protect their IT infrastructure
from unknown external adversaries. Local to remote cyber
scanning occurs when a host, within the administrative control
of the enterprise network, scans systems outside the network
boundary. In this context, the scanning host performs network
reconnaissance against external systems. This strategy may
cause serious legal issues against the enterprise network
since its infrastructure would be used for malicious purposes
against Internet systems [39]. Moreover, local to local cyber
scanning [40] refers to a host that scans systems within the
boundaries of the enterprise network in which it resides.
Topological scanning worms [41, 42] frequently employ this
type of scanning strategy. Local to local scanning activity
can occur within or between network subnets. Figure 3
summarizes the aforementioned discussed three strategies.

On the other hand, remote to remote scanning [43–45]
does not depend on certain boundaries. It can be defined as
world wide cyber scanning campaigns. Rather than focusing
on a specific enterprise network as a target, this strategy
aims at probing and sequentially exploiting the Internet’s ser-
vices. This strategy is often distributed, possesses sophisticated
stealth capabilities and is typically highly coordinated. Section
V of this paper will provide the analysis of two recent cyber
scanning campaign incidents.

C. Cyber Scanning Approaches

The third classification of cyber scanning, as shown in
Figure 2, is based on its approaches, which are composed of
aims and methods. The aims specify what is being targeted
while the methods state how the cyber scanning is performed.

1) Wide Range Cyber Scanning: Wide-range
reconnaissance can be defined as the rapid scanning of
large blocks of Internet addresses in the search for a
specific service or vulnerability. Typically, there is little
human interaction in this type of reconnaissance. This is
a characteristic of auto-rooters (i.e., a suite of programs
designed to automatically scan and attack target machines)
[46] and worm propagation. Auto-rooters are composite tools
that augment basic port scanning functionality by launching
an attack as soon as an open port is located on a target system;
they are often used for the rapid enrollment of vulnerable
systems into botnets [47] of compromised systems. Simple
scanning worms propagate by indiscriminately probing the
Internet as rapidly as possible to locate and infect vulnerable
systems.

2) Target-Specific Cyber Scanning: In contrast, numerous
sophisticated scanning techniques allow stealthy, focused scan-
ning of a predetermined target host or network. The following
techniques belong to this category:

• Indirect scanning occurs when an attacker uses some sys-
tems to scan a target and other systems to attack the same
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victim. If the scanning activity from the scanning system
is detected, the attacker simply uses another scanning sys-
tem. A slightly more sophisticated variation uses throw-
away scanning systems; previously compromised systems
are disposed by the attacker after executing the malicious
tasks. In this case, any traced back scanning activity will
be attributed to the owner of the compromised system
and not to the real attacker.

• Botnet scanning [48] occurs when a collection of compro-
mised systems (bots or zombies) are used to scan a target.
The bots are not necessarily on a contiguous set of IP
addresses but rather could be very dispersed. For instance,
consider a botnet that has an exploit capability against a
network service. A botnet of just 254 systems would be
able to scan an entire Class C network for that service
by sending a single packet from each bot (each with a
unique IP address). In this example, perhaps correlating
the scanning campaign would be possible, however, it
would not reveal the true adversary (the operator of the
command and control center) since the bots are basically
zombie members.

• Low and slow scanning [49] occurs when an attacker
slowly scans a target host or network (i.e., a single
scanning campaign may take days, weeks or months).
Slow scans may blend into the network noise never
exceeding detection thresholds or exhausting detection
system state.

3) Single Source Cyber Scanning: A single source
cyber scanning activity operates from a one (source) to
many (targets) fashion. Single source cyber scanning can
be classified as belonging to one of four types; vertical,
horizontal, strobe and block scans [50]. A vertical scan
consists of a port scan of some or all ports on a single
computer. The other three types of scans are used over
multiple IP addresses. A horizontal scan is a scan of a single
port across multiple IP addresses. If the port scan is of
multiple ports across multiple IP addresses, it is called a
strobe scan. A block scan is a port scan against all ports on
multiple IP addresses. Note that in general, a vertical scan
can be defined as consisting of six or more ports on a single
computer, while a horizontal scan as consisting of five or
more IP addresses within a single subnet.

4) Distributed Cyber Scanning: Distributed scanning [51]
occurs when multiple systems act in a union strategy to scan
a network or host of interest. Typically, one system will
act as a central node and collect the scanning results from
all participating systems. Distributing the scanning activity
reduces the scanning footprint of any single system and thus
decreases the likelihood of being detected.

D. Summary

In this section, we provided a categorization of cyber scan-
ning. Additionally, we presented a discussion that elaborated
on the nature, strategies and approaches of cyber scanning.
From the above, we can extract the following:

• Active scanning is efficient but is very intrusive.

• Passive scanning is less intrusive, works well in the pres-
ence of firewalls and is optimized to operate effectively
with transient hosts.

• Cyber scanning strategies include remote to remote scan-
ning also known as cyber scanning campaigns. The latter
possess sophisticated stealth capabilities and are typically
highly coordinated.

• Botnet scanning is both a target-specific and a distributed
cyber scanning method.

III. CYBER SCANNING TECHNIQUES

In this section, we introduce a classification of cyber
scanning techniques as shown in Figure 4. We elaborate on
this by presenting the techniques and their details in terms
of exchanged messages [52] and their scanning abilities.
Moreover, we pinpoint and discuss, when applicable, their
advantages, their disadvantages and the scenarios when the
techniques are best used. Finally, we present a summary of
the cyber scanning techniques that includes, but is not limited
to, the transport protocol the technique aims to identify, their
exchanged messages, and whether the technique is immune
to firewall detection. Please note that these techniques could
be considered as active scanning, as previously depicted in
Figure 2, and could be employed in various strategies and
approaches.

A. Open Scan

Open scan, also known as the vanilla scan [53], is the
simplest scanning technique. It refers to the method that
follows the same TCP handshake connection that every other
TCP-based application uses. Hence, this scanning technique is
considered ‘Open’ since it reacts as a normal TCP connection
to determine if a port is available. It utilizes the connect()
[54] call functionality that is used by the operating system to
initiate a TCP connection to a remote device. The Open scan
is illustrated in Figure 5.

This technique utilizes the TCP protocol and the SYN flag
to detect TCP ports. When a closed port is targeted, the victim
replies with a RST flag. On the other hand, when an open
port is detected, the victim replies with an ACK flag. It is
worthy to note that this simple technique is easily detected
by a firewall. An advantage of this technique is that it can
achieve its scan in a very simplistic way without requiring
any other functionalities or privileges. The latter is true
because this technique utilizes the systems’ normal TCP-based
methods when connecting to the target. A disadvantage of this
scan is apparent when connection logs are examined. Since
the Open scan technique requires the completion of a TCP
connection, normal application processes immediately follow.
Although these applications are directly met with a RST
packet, the application has already provided the appropriate
login screen or service page. By the time the RST is received,
the application initiation process is already well underway
and additional system resources have been used. Because this
scan technique is evident and easily identified when browsing
through applications event logs, it might be considered the
TCP scan of last resort. If privileged access is not available and
the determination of open TCP ports is absolutely necessary,
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Fig. 4. A Classification of Cyber Scanning Techniques

Fig. 5. The Open Scan targeting a closed (5(a)) and an open port (5(b))

this scanning technique may be the only available method to
be used.

B. Half-Open Scan

The Half-Open scan, commonly dubbed as the TCP SYN
scan [55, 56], is a common method for port identification that
allows the scanner to gather information about open ports
without completing the TCP handshake process. When an
open port is identified, the TCP handshake is reset before it
can be completed. Similar to an Open Scan, a Half-Open scan
targeting a closed port will receive a RST packet. However,
if the source receives an acknowledgment to a SYN request,
meaning a port is open, then the source directly sends a RST
frame to reset the session, and therefore the handshake is never
completed. This technique is shown in Figure 6.

(a)

(b)

Fig. 6. The Half-Open Scan targeting a closed (6(a)) and an open port (6(b))

Since this scan technique never actually creates a TCP
session, it is advantageous in two ways. First, it is not logged
by destination applications. This point makes the Half-Open
method somehow more stealthier than the Open-Scan method,
as it is less visible in the destination systems’ application logs.
Second, it is less stressful to the application service because
it does not force the application to initialize or for systems
resources to be allocated. On the other hand, this method
suffers from one disadvantage. Since there is a need to create
new raw packets that do not completely abide by the TCP
handshake, the half-open connection process requires some
elevated systems privilege (i.e., the modification of network-
level packets) at the source to be successful, which is not
always feasible. It is significant to mention that this method
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(a)

(b)

Fig. 7. The Half-Open scan (7(a)) executing prior to the Version Detection
Scan (7(b))

can operate on any operating platform and the fact that it only
half-opens the TCP connections makes it a very efficient and
a streamline method. Nevertheless, since the Half-Open scan
technique is structured and uses known TCP flags, it can be
detected by an edge firewall rather easily.

1) Version Detection Scan: Although the Version Detection
scan does not aim to detect open ports as the previous methods,
it exploits them by probing the software applications running
on remote devices [57]. This method would typically utilize
the Half-Open scan technique prior to executing its own scan-
ning method. If open ports are found, the Version Detection
scan will begin the probing process by directly communicating
with the remote applications on the open ports to uncover as
much information as possible. Such information may include
the type, the version and the status of that service, the
underlying operating system and its version and other services
that depend on that running service. This information can be of
benefit to a network manager for proper and effective patching
purposes or it can be analyzed by the scanner or attacker to
exploit a certain known vulnerability of a specific running
service. The Version Detection Scan is depicted in Figure 7.
In this illustration, the Version Detection Scan technique first
executed the TCP SYN scan. After detecting that port 80 is
open, it ran its own scan to probe the service on that port. This
method poses two advantages from a network management
perspective. It can assist in network host applications’ version
management where hosts showing older software revisions
are identified and further action is taken. Second, it assists
in locating software that is not compliant with organizational
standards. This is also an effective method of verifying the
licenses of application services. Nonetheless, this technique
possesses two disadvantages. First, it requires significant pro-
cessing power (less significant using today’s machines but still
a point to consider) and elevated networking bandwidth since
it needs to probe all the services and consequently transmit
all their information. Second, since this technique will open
numerous sessions with the remote applications, its activity
is usually written in application logs which makes it a less
stealthier technique.

(a)

(b)

Fig. 8. The SYN|ACK Scan targeting a closed (8(a)) and an open port (8(b))

C. Stealth Scans

The aforementioned cyber scanning techniques only use
the typical SYN flag to investigate open ports. Hence, they
are easily detected and logged by intrusion detection systems.
In this section, we present and discuss stealth scans. These
techniques try to avoid filtering devices by employing certain
sets of flags other than SYN to appear as legitimate traffic.
All these techniques resort to inverse mapping to determine
open ports.

1) SYN|ACK Scan: The SYN|ACK scan [58, 59] is a
slight modification of the Half-Open scan. Instead of just
sending a SYN flag, the source sends a SYN in addition to
an ACK flag to the target. For a closed port, the target will
reply with a RST flag while a request to an open port will not
generate a response. The latter is due to the fact that the TCP
protocol requires a sole SYN flag to initiate a connection.
This scanning technique is illustrated in Figure 8. This scan
technique may generate a notable amount of false positives.
For instance, packets dropped due to filtering devices,
network traffic, timeouts, etc. can provide an incorrect
inference of an open port while the port is in fact closed.
However, this is a relatively fast scan method that avoids
the three-way handshake and does not utilize a sole SYN flag.

2) IDLE Scan: A more complex stealth technique that
utilizes the previous SYN|ACK scan and the Half-Open scan
is known as the IDLE scan [60, 61]. The technique aims
at gathering port information using another station on the
network (the zombie) where the scanning process appears
as it has been initiated by the zombie IP address instead
of the actual source station. This scanning method exploits
IP fragmentation identification sequences and implements IP
address spoofing. For the scanning process to be executed, the
identified zombie machine should satisfy the following two
requirements:

• The zombie host must be idle (hence the name ‘IDLE’
scan). This requirement ensures that the IP identification
frames will remain consistent throughout the duration of
the scan.

• The zombie host must provide consistent and predictable
IP identification (IPID) values. Most operating systems
satisfy this requirement.

This technique is clarified in Figure 9. First, in Figure 9(a), the
source sends a SYN/ACK flag to the zombie host expecting
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(a)

(b)

(c)

Fig. 9. IDLE scan executing process

a RST flag as a response. This RST packet contains the
initial IPID. In Figure 9(b), the source executes a Half-Open
scan, using the spoofed IP address of the zombie, targeting
the destination host. If that port is open, the destination will
reply to the zombie with a SYN/ACK. The zombie, not
expecting a SYN/ACK since he/she never sent a SYN, will
reply by a RST packet. The latter response will increment
the zombie’s IPID. Finally, in Figure 9(c), the original host
resends the initial SYN/ACK probe to the zombie station. If
the IPID has been incremented, then the source will infer
that the port that was spoofed in the original SYN frame
is open on the destination target. If the IPID has not been
incremented, then the source will conclude that the port is
closed. The IDLE scan technique of spoofing IP addresses
and checking IPIDs allows the source to find open ports from
a distance, even if packet filters are in place. The source
simply requires any open port to a zombie host to complete
the communication process. One of the core advantages of
this technique is its stealth factor. A destination station will
never identify the IP address of the scanning host. On the
other hand, the disadvantages of this technique are three fold.
First, there should be a satisfaction of the zombie workstation

(a)

(b)

Fig. 10. The Xmas Scan targeting a closed (10(a)) and an open port (10(b))

requirements prior to commencing the scanning process,
especially the idle state requirement. Second, although the
technique implements source IP address spoofing, the source
will still be identified if the technique is used on a local
subnet. This last fact is legitimate since the source MAC
address on that subnet is not spoofed and hence with some
network investigation the source would be pinpointed. The
third disadvantage is similar to the disadvantage of the
Half-Open scan technique which is rendered by the inability
to create raw packets that do comply completely with the
TCP handshake procedure without elevation of privileges,
which is not always achievable.

3) FIN, Xmas Tree, and Null Scans: These three cyber
scanning techniques are grouped together since their
individual functionality is very similar. They are members of
the ‘stealth’ scans because they send a single frame to a TCP
port without any TCP handshaking or any additional packet
transfers [62]. They operate identically to the SYN|ACK
scan, but they differ by which flags they send. The FIN, the
Xmas Tree and the Null scanning techniques send packets
with the FIN flag, URG, PUSH, and FIN flags, and packets
with empty flags, respectively. In all cases, the closed ports
are required to reply to the probe packet with RST, while
the open ports must ignore the packet in question [27, 63].
Note that, the Xmas Tree scan takes its name from the flags
related to (00101001), which appear similar to the lights of
a Christmas tree. The latter technique is depicted in Figure
10, while the FIN and Null scans have similar illustrations
as Figure 8 but with different flags as previously mentioned.
Since no TCP sessions are created for any of these scans,
they are remarkably quiet from the perspective of the remote
device applications. Therefore, none of these scans should
appear in any of the application logs. These scans are some of
the most minimal port-level scans that could be executed. For
a closed port, only two packets are transferred. On the other
hand, only a single frame is necessary to identify an open
port. However, these techniques have two drawbacks. They
are ineffective when used against Microsoft machines as all
ports will appear to be closed regardless of their actual state.
Nonetheless, this provides a backhanded advantage, since
any device showing open ports must not be a Windows-based
device. The second drawback is related to generating raw
packets, which as mentioned earlier in this section, requires
elevation of privileges.
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(a)

(b)

Fig. 11. The Ack Scan targeting a non-reachable (11(a)) and a reachable
target (11(b))

4) ACK Scan: The ACK scan [64] is not intended to
identify an open port. This stealth cyber scanning technique
will only provide a filtered (non-reachable) or an unfiltered
(reachable) disposition because it never connects to an applica-
tion to confirm an ‘open’ state. At a first glance, this appears to
be rather limiting but, in reality, the ACK scan can characterize
the ability of a packet to traverse firewalls or packet filtered
links. Another implementation of the ACK scan can take
advantage of the IP routing function to deduce the state of
the port from the time to live (TTL) value [65]. An ACK scan
operates by sending a TCP ACK frame to a remote port. If
there are no responses or an ICMP destination unreachable
message is returned, then the port is considered to be filtered.
If the remote port returns a RST packet, the connection
between the source and the remote target is categorized as
unfiltered. Figure 11 demonstrates the ACK scan process.

On one hand, and since the ACK scan does not open any
application sessions, the conversation between the source
and the remote target is relatively simple. Thus, the scan of
a single port is almost invisible, especially when combined
with other network traffic. On the other hand, the ACK
scan’s simplicity is also its largest disadvantage. Because
it never tries to connect to a remote device, it can never
definitively identify an open port. Although the ACK scan
does not identify open ports, it does an impressive job of
identifying ports that are filtered through a firewall. This list
of filtered and unfiltered port numbers is extremely useful
as a reconnaissance method for a future more detailed scan
that focuses on specific port numbers and perhaps their
vulnerabilities.

5) Window Scan: The Window scan, named after the TCP
sliding window [27], is a scanning technique used with certain
TCP stacks [66]. It is almost identical to the ACK scan,
however, it has been found that certain TCP stacks return a
window size number when responding to an ACK packet; a
RST frame response from a closed port replies with a window
size of zero and a RST frame response from an open port
replies with a non-zero window size. Figure 12 shows the
latter process.

An advantage of the window scan is that it does not open a
session, hence there exists no application log associated with
the scanning operation. Unless there are additional firewalls
or network limits at the operating system level, the scan
should go unnoticed. However, the window scan does not

(a)

(b)

Fig. 12. The Window Scan targeting a closed (12(a)) and an open port (12(b))

operate on all devices, and the number of operating systems
vulnerable to this unintended window size consistency is
dwindling as operating systems are upgraded and patched.
In general, the window scan is useful when looking for
open ports while simultaneously maintaining a low level
of network traffic. When vulnerable operating systems are
identified, the window scan provides a low impact method of
locating open ports.

6) TCP Fragmentation Scan: This stealth scanning
technique can be defined as a process of executing a scan
rather than as a scanning technique by itself [67, 68]. It
employs either the Half-Open scan or the FIN scan techniques
to carry out its scanning methodology. This technique exploits
the idea of decomposing the packet header (the probe packet)
into smaller packets in an attempt to evade packet filters.
This technique is effective since packet filters or intrusion
detection systems do not buffer the entire set of packets
due to performance issues. Rather, they process the packets
individually causing the bypass of the assembled scanning
packet. One possible drawback of this technique is rendered
by the fact that some destinations do not have the ability to
correctly merge the decomposed packets causing dropped
probe packets and eventually the failure of this method. We
refer the readers to the appendix for more information on
how fragmentation (i.e., decomposition) and reassembly (i.e.,
merging) is implemented in this technique.

D. Sweep Scans

In this section, we present the Sweep scans, which do not
aim at identifying active ports but rather at identifying active
hosts. They are characterized as performing sweeps, since
their purpose is to identify the status of as many hosts as
possible instead of focusing on an individual host. In fact,
they typically utilize the network’s subnet broadcast address
as a destination address to target the majority of the hosts.
They operate by generating any request that would prompt
a remote station’s response. They can be defined as cyber
scanning facilitators because they pinpoint active hosts just
before the actual scanning techniques of active hosts take
place.

1) ICMP Echo Request Scan: This technique is one of the
simplest and most known scanning technique to identify active
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(a)

(b)

Fig. 13. The ICMP Echo Request targeting a non-active (13(a)) and an active
host (13(b))

hosts [69, 70]. It is abundantly used on Windows and Linux
machines by invoking the ‘ping’ command. The idea is to send
an ICMP echo request message to the target and wait for a
reply. If there is an ICMP Echo Reply message, this indicates
that the target is active. Otherwise, it means that either the
target is not active (request timed out reply) or that the orig-
inal request never reached the target (destination unreachable
reply) or that the target has discarded the request (dropped the
probing packet). Figure 13 portrays this technique.

An advantage of the ICMP echo technique is that it does
not depend on any particular application or open port to
work. If a remote device communicates via TCP/IP, then it
is most often a target candidate for the ICMP echo request
scan. A disadvantage of this technique is that ICMP is one
of the most filtered protocols in enterprise networks. Since
the ICMP protocol has the ability to redirect traffic, identify
available workstations, and pinpoint closed ports on a target,
when a firewall or a packet filter is first installed, it is a
common security guideline to restrict ICMP.

2) ICMP Timestamp & Address Mask Scans: These tech-
niques take advantage of the seldom used ICMP messages
(Timestamp & Address Mask) to determine if a remote target
is active [71]. They function similarly to other ICMP-based
scans; the source sends an ICMP Get Timestamp or Get Ad-
dress Mask messages and waits for an ICMP Send Timestamp
or ICMP Send Mask responses. The ICMP Timestamp scan
is shown in Figure 14.

Both methods suffer from serious drawbacks. In both
techniques, their corresponding probing messages are very
rare to appear in a network and, thus, they can be very
easily detected. Moreover, both do not achieve promising
results when targeting relatively updated operating systems
or networking hardware.

3) TCP SYN Scan: This cyber scanning facilitator tech-
nique is operationally identical to the Half-Open scan tech-
nique but the goal in this case is different. In this TCP
SYN scan, the source scanner is awaiting a RST packet from
a closed port or an ACK packet from an open port. The
interesting and effective point of this technique is that either
result from the scan will provide the source with a proof that

(a)

(b)

Fig. 14. The ICMP Timestamp scan targeting a non-active (14(a)) and an
active host (14(b))

(a)

(b)

Fig. 15. The FTP Bounce scan targeting a closed (15(a)) and an open
port(15(b))

an active system resides at that destination IP address. This
technique is advantageous since it accomplishes its goal in
just few packets. Such a minimal amount of network traffic
appears to be similar to a typical TCP handshake. As a result,
this technique can appear as legitimate network traffic and will
go undetected.

E. Miscellaneous Scans

This section aims at providing further cyber scanning
insights by shedding light on scans that deal with various
protocols. These include the FTP bounce, UDP, IP protocol
and RPC scans.

1) FTP Bounce Scan: Similar to the IDLE scan, the FTP
bounce attack [72] employs a third host (the FTP server) to
act as a proxy between the source host (scanner) and the
destination target. The FTP bounce attack takes advantage of
the passive mode FTP [73]. This mode completely separates
the command connections from the data connections. This
allows the FTP server to be effective in the presence of
firewalls since the FTP server would be responsible for
building the outbound data connection with the remote host.
Furthermore, it allows the source to send a PORT command
[73] to the proxy FTP server where the latter will direct the
data towards a completely different host (the target). The
FTP Bounce scan is shown in Figure 15. The first step of
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(a)

(b)

Fig. 16. The UDP scan targeting a closed (16(a)) and an open port (16(b))

the FTP Bounce scan occurs when the source connects to
the vulnerable FTP server. Subsequently, the source transmits
a PORT command [73] coupled with the IP address and
the port of the target. The FTP server forwards that request
to the target. If the intended target’s port is closed (Figure
15(a)), the FTP server responds to the source stating the it
can not build the connection. On the other hand, if the port is
open (Figure 15(b)), the FTP server responds with a message
stating that a transfer has been successfully completed.
Depending on the reply, the source will infer if the port is
open or closed. The advantages of this technique are two fold.
First, the technique uses the standard FTP communication
to achieve its task. Since the FTP service is found in the
majority of enterprise networks, the technique seems feasible
almost all the time. Second, it possesses stealth features as the
source is using a proxy to direct the scan. The disadvantages
of the FTP bounce scan comprise of the following: First,
this scan technique is only successful on TCP ports. Since
FTP does not connect to remote devices using UDP, it is
not possible to retrieve any feedback on the availability of
UDP ports. Second, the process of bouncing through an FTP
server is slow when compared to other scanning methods.
Additionally, the port scanning requests can only check a
single port at a time. Third, and since this technique initiates
an application session with the FTP server, the FTP servers
will log the connection and all its commands making this
method vulnerable to being detected. It is significant to note
that the FTP Bounce Scan is also possible with secure FTP
as long as the scanner is able to use the PORT command to
request access to the ports. However, nearly all modern FTP
servers are by default configured to refuse PORT commands
that would connect to any host else than the originating host,
thwarting FTP bounce attacks.

2) UDP Scan: UDP scan [74] does not require any
SYNs, FINs, or any other handshaking flags. The lack of
a formal communications process in UDP greatly amplifies
the effectiveness of this scan technique. The UDP scan is
demonstrated in Figure 16.

A closed port will reply with an ICMP port unreachable
message while an open port responds with some UDP data.
A critical advantage of this technique is that it operates

(a)

(b)

Fig. 17. Unavailable (17(a)) Vs. An Available IP Protocol (17(b))

very efficiently on Windows-based devices since they do not
usually implement any type of ICMP rate limiting [75].

3) IP Protocol Scan: The goal of the IP protocol scan is to
inquire about any additional IP protocols in use by the target
station, including ICMP, TCP, and UDP [76]. If a router
would be scanned, additional IP protocols such as EGP or
IGP may be identified. Figure 17 depicts this technique. An
unavailable IP protocol (i.e., unused protocol on the target
such as for example, EGP on a machine that lacks routing
capabilities) does not respond to the scan while an available
IP protocol provides a response specific to the protocol type.
An IP protocol scan looks fairly obvious if packet traces are
investigated; since most networking protocols are based on
TCP or UDP, any deviation from those two protocol types is
conspicuous.

4) RPC Scan: In an attempt to disclose applications’ in-
formation that operate using the remote procedure call (RPC)
[28], the RPC scan sends RPC null messages to previously
detected open ports [77]. If any RPC application is running
on the target, the reply will include information such as the
application’s name, version and status. This technique pos-
sesses the ability to detect RPC applications running on non-
RPC default ports. On the contrary, and since the technique
establishes application sessions, its transaction events will be
written in application logs, and, thus, the technique is easily
detected. Another drawback of this technique is that it relies
on previously detected open ports to operate and does not
detect open ports by itself.

F. Discussion

This section provides a brief discussion on the role and the
effect of IP versions 4 and 6 (i.e., IPv4 & IPv6) and Network
Address Translation (NAT) on scanning.

1) IPv4 & IPv6: One of the key differences between IPv4
and IPv6 is the much larger address space for IPv6, which
also goes hand-in-hand with much larger subnet sizes. This
change has a significant impact on the feasibility of TCP and
UDP network scanning, whereby an automated process is run
to detect open ports (services) on systems that may then be
subject to a subsequent attack. Nowadays, many IPv4 sites
are subjected to such probing on a recurring basis [17, 78].
Such probing is common in part due to the relatively dense
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TABLE I
SUMMARY OF CYBER SCANNING TECHNIQUES

CST EOP ID. T ID. U PR SM RMC RMO IFD

Open scan -
√

- TCP SYN RST ACK -
Half-Open scan

√ √
- TCP SYN RST ACK -

Version Detection scan - - - TCP SYN RST ACK -
SYN|ACK scan

√ √
- TCP SYN/ACK RST -

√
IDLE scan -

√
- TCP SYN/ACK, SYN RST/IPID RST/IPID

√
FIN scan

√ √
- TCP FIN RST -

√
XMAS scan

√ √
- TCP URG, PUSH, FIN RST -

√
NULL scan

√ √
- TCP - RST -

√
ACK scan

√ √
- TCP ACK - RST

√
Window scan

√ √
- TCP ACK RST+WIN RST+WIN

√
TCP Fragm. scan

√ √
- TCP SYN or FIN RST -

√
ICMP Echo scan - - - ICMP ICMP Echo ICMP MSG ICMP Reply -

ICMP Timestamp scan - - - ICMP ICMP Timestamp - Timestamp -
ICMP Sub. Mask scan - - - ICMP ICMP Sub.Mask - Sub. Mask -

TCP SYN scan - - - TCP SYN RST ACK -
FTP Bounce scan -

√
- TCP PORT Error MSG Conn. Est. -

UDP scan - -
√

UDP UDP Pkt ICMP Unreach. UDP Data -
IP Protocol scan - - - IP IP Prot. MSG - Protocols -

RPC scan - - - RPC RPC NULL - RPC App Info -

population of active hosts in any given chunk of IPv4 address
space. The 128 bits of IPv6 address space is considerably
larger than the 32 bits of address space in IPv4. In particular,
the IPv6 subnets to which hosts attach will by default have
64 bits of host address space. As a result, traditional methods
of remote TCP or UDP network scanning to discover open
or running services on a host will potentially become less
feasible, due to the larger search space in the subnet [79, 80].
Similarly, worms that rely on off-link network scanning to
propagate may also potentially be more limited in impact.

A typical IPv4 subnet may have 8 bits reserved for host
addressing. In such a case, a remote attacker only needs to
scan at most 256 addresses to determine if a particular service
is running publicly on a host in that subnet. Even at only one
probe per second, such a scan would take under 5 minutes
to complete. On the other hand, a typical IPv6 subnet will
have 64 bits reserved for host addressing. In such a case, a
remote attacker, in principle, needs to probe 264 addresses to
determine if a particular open service is running on a host in
that subnet. At a very conservative one probe per second, such
a scan may take several billion years to complete. A more
rapid probe will still be limited to (effectively) infinite time
for the whole address space. However, there are a number of
ways for the attacker to reduce the address search space to
scan against within the target subnet. For more information
related to the above discussion, readers are referred to [81, 82].

2) NAT: In general, networks or devices behind a Network
Address Translation (NAT) [83] end-point are somehow pro-
tected from probing packets. For instance, if a public (Internet)
scanner is performing reconnaissance activity towards a single
organization, the scanner will ultimately only probe the NAT
end-point for open services. On the other hand, if an internal
scanner within an organization performs scanning towards
an Internet host, the external host will perceive the probing
packets as arriving from the public IP of the NAT end-point. In
the case where a public (Internet) scanner performs scanning

towards a specific public server within an organization (such
as a web server), then the probing packets will be forwarded
by the NAT end-point to that server (the reply will also be
forwarded from the server to the source). Hence, the NAT
end-point will deal with the probing packets, regardless which
scanning technique was used, as it typically deals with other
network packets.

G. Summary

The previously discussed cyber scanning techniques are
summarized in Table I. The summary includes the cyber
scanning technique (CST), whether or not it requires eleva-
tion of systems’s privileges at the source to operate (EOP),
whether it identities TCP or UDP ports (ID. T/ ID. U), the
protocol it employs (PR), the messages that it sends (SM),
the received messages when the target port is closed or the
host is unreachable (RMC), the received messages when the
target port is open or the host is reachable (RMO) and, finally,
whether the technique is immune to firewall detection (IFD).
From the summary table, we can extract the following:

• TCP is the most employed transport protocol used in
cyber scanning.

• Although stealth scanning techniques are immune to be-
ing detected by a firewall, however, almost all except for
the IDLE scan necessitate elevation of systems’ privilege
at the source to successfully operate.

• To identity UDP ports, only one cyber scanning technique
can be utilized.

• The Half-Open scan technique can be used for port-
identification as well as for detecting active network
hosts.

IV. LITERATURE REVIEW - DISTRIBUTED DETECTION
TECHNIQUES

In this section, we present a review of the recent literature
on distributed cyber scanning detection techniques. Distributed
cyber scanning, which is illustrated in Figure 19, refers to
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Fig. 18. Taxonomy-Distributed Cyber Scanning Detection Techniques

Cyber Attacker/Scanning Botmaster 

Bots/Compromised Machines 

Target Server 

Fig. 19. Executing Distributed Cyber Scanning

the task of decomposing and coordinating the scanning using
various compromised systems or bots. Typically, the scanning
is controlled by a main attacker dubbed as the scanning
botmaster who operates the command and control center
and the entire network of bots (or botnet) for coordinated
communication, propagation, and other attack activities.
Distributed cyber scanning is often thought of as operating
in a many (sources) to one (target) fashion, where the target
system is often a single entity or a limited number of systems.
Moreover, this type of scanning possesses stealth features
and could be performed during a prolonged period of time
(i.e., a slow scan).

The work presented in this section covers the period from
2001 up to November 2012. The studied literature solely focus
on distributed detection techniques (many to one) and excludes
single source detection techniques (one to one and one to
many). For the latter, please refer to survey [20]. Many to

many detection techniques, as briefly discussed in Section
II-B, are yet to be investigated in the literature. The generated
taxonomy on distributed cyber scanning detection techniques
is shown in Figure 18. It is based on the employed approaches
to achieve the detection task. The approaches are decomposed
into four categories, namely, statistical, algorithmic, mathe-
matical and heuristical.

A. Statistical Approaches

These distributed cyber scanning detection approaches
include techniques such as statistical characterization
(features) of data samples, extrapolation or interpolation of
data based on some best-fit, error estimates of observations,
or spectral analysis of a data model.

Zhang et al. [84] proposed a scan detection method
based on a distributed cooperative model. Their technique
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Fig. 20. Distributed Architecture of Cooperative Intrusion Detection [84]

is composed of feature-based detection, scenario-based
detection (i.e., a scenario being variants of tuples of source
and destination IPs, target ports and protocol flags) and
statistic-based detection. Their proposed architecture, which
is depicted in Figure 20, is decomposed into 5 layers; sensors,
event generators, event detection agents, a fusion center, and
a control center. The authors explained that the sensors collect
data and system log information. Event generators check
and filter data based on normal and abnormal information.
Event detection agents detect the integrated data so as to
decide whether the event is an intrusion behavior or not.
The undetermined data is then sent to a fusion center for
further analysis. The fusion center analyzes correlations and
performs fusion analysis for the data submitted by event
detection agents in order to increase the decision accuracy.
Finally, the control center monitors, coordinates and adjusts
each event detection agent and its corresponding load. The
technique’s statistic-based detection is based on predefined
thresholds that allow the detection of both scan and denial
of service attacks. The authors claim that their method not
only can detect those scan attacks with obvious features, but
can also detect the attack with stealth features and variants
of the attack. To achieve the latter, the authors 1) presented
custom SQL queries that are rendered by a predefined packet
count threshold, a starting and an end time, and a detection
time window and 2) built a feature linked list, used for
storing numerous features of scan attempts that could capture
variants of a number of different scan attacks.

A positive point of this paper [84] is that the proposed
technique is well suited in a distributed large-scale
environment. Moreover, the multi-layer architecture exploits
the advantages of various approaches, including, statistical
and scenario-based. On the other hand, it would have been
beneficial if the authors had tested the accuracy of their
technique against large-scale distributed scans.

In another work [85], Baig et al. proposed a time
independent feature set model (IFSM) for the detection

of slow, random and distributed cyber scanning activity.
Their proposed technique is based on the observation that
scanners, being unaware of systems and network topologies,
send most of their probes to inactive hosts or closed ports
resulting in many RST and ICMP packets. They designed
a database that records information about that case and
they took into consideration hosts that are behind Network
Address Translation (NAT) [83] routers and those who use the
dynamic host control protocol (DHCP) [86] server. They also
developed an algorithm that implemented that technique in
addition to a pruning method used when system memory runs
low. Finally, the authors empirically tested their technique
using DARPA’s data set [87]. The results demonstrated that
their proposed IFSM performs well for detecting slow and
fast scans.

The work presented in [85] is a successful example of the
usage of statistical feature-based elements in detecting cyber
scanning. Nevertheless, this paper appears to suffer from two
drawbacks. The technique presented in the paper is solely
dependent on RST and ICMP packets. Thus, the technique
might only detect scans that actually use or return those
packets. Although the latter task can be a common behavior,
a significant number of network devices do not allow the
propagation of those packets back to the source. Second,
it would have been interesting if the authors would have
provided some empirical results demonstrating how their
technique could be leveraged to detect slow and distributed
cyber scanning.

Staniford et al. [88] presented a method for the detection
of stealth port scans. Their technique is divided into two
layers; the Stealthy Probing and Intrusion Correlation Engine
(SPICE) and the Statistical Packet Anomaly Detection Engine
(SPADE). Using an entropy-based metric, SPADE determines
if a packet is malicious and then passes it to SPICE. The latter
engine inserts the packet into a correlation graph, where the
nodes represent packets and the connections between nodes
contain weights indicating the strength of the relationship
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Fig. 21. Proposed Collaborative Architecture [89]

between the packets. The weights are based on a combination
of four feature characteristics, namely, equality, proximity,
separation, and covariance. In the final graph, all edges with
weights less than a certain threshold are dropped, and the
remaining subgraphs represent interesting network events.

The work done by Staniford et al. [88] appears to have
the following weaknesses. Firstly, SPICE, apparently, was not
designed specifically to detect coordinated scanning activity,
rather it just forms clusters based on similar properties using
the correlation graph. Secondly, it would have been significant
if the authors would have reported the true and false negative
and positive rates for their approach in addition to providing
sufficient details to replicate their results.

B. Algorithmic Approaches

These distributed cyber scanning detection approaches
employ step-by-step procedures for calculations, data
processing, and formal automated reasoning.

Baldoni et al. [89] proposed a collaborative architecture
where each target network deploys local sensors that send
alarms to a collaborative layer. This, in turn, correlates this
data with the aim of (1) identifying coordinated cyber scanning
activity while (2) reducing false positive alarms and (3)
correctly separating groups of attackers that act concurrently
on overlapping targets. The proposed architecture is illustrated
in Figure 21. Locally deployed sensors adopt graph-based
clustering algorithms over non-established TCP connections to
generate alarms. The collaborative layer employed a similarity
approach to aggregate alarms and approximated optimization
algorithms to separate distinct group of attackers. The sound-
ness of the proposed approach was tested on real network
traces.

The above work, however, might have the following
limitations. First, their proposed system is designed to
leverage information coming from various network domains
to detect distributed scanning. Hence, the collaborative layer
appears to be ineffective when the adversary is acting only
against one network domain. Second, their system assumed
that the target set of an attack contains contiguous IP
addresses, which is not always true. Third, if the distributed
scanning is being generated by a large number of nodes,
where each node only sends one or few packets, then the
system might consider those as individual scans rather than
correlating them.

In another research work on distributed cyber scanning
detection [90], an approach was presented to detect
coordinated attacks, based on adversary modeling of the
desired information gain. A detection algorithm has also
been developed that is based on solutions to the set covering
problem, where the aim was to recognize coordinated
activity by combining events such that a large portion of
the information space is covered with minimal overlap. The
author demonstrated the approach by developing a coordinated
scan detector, where the targets of a port scan are distributed
amongst multiple coordinating sources. The author elaborated
that in this case, the adversary wishes to gain information
about the active hosts and ports on a particular network.
Moreover, the paper provided an algorithm that is capable
of detecting horizontal and strobe scans against contiguous
address spaces. Finally, the paper presented experimental
results of the proposed algorithm in a controlled environment,
demonstrating that it has an acceptably low false positive rate.

A possible limitation of the work in [90] is that the
input for the proposed algorithm consists of single-source
port scans. Thus, if an attacker can avoid detection by the
single-source scan detector, then he/she also would avoid
detection by the developed coordinated scan detector.

In an alternative work, Whyte et al. [91] discussed the
notions of darkports and exposure maps. The former are
unused ports on active systems while the latter is a technique
rendered by passively characterizing the connectivity
behavior of internal hosts in a network as they respond to
both legitimate connection attempts and scanning attempts.
Their proposed technique differs from other scanning
detection techniques as they rely on identifying the services
offered by the network instead of tracking external connection
events. Additionally, they presented some methods to detect
advanced cyber scanning activity such as distributed scanning.
Finally, they evaluated their approach using three different
real data sets.

The above work might have the following limitations.
First, the proposed approach requires a prolonged training
period (initializing time) to build the network map, possibly
decreasing its chances from being operationally feasible.
Second, the actual network map populating process is based
on observed TCP SYN ACK. Nowadays, there exist a
significant number of stealth cyber scanning activity that
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never utilizes the TCP SYN ACK. Third, the authors’
proposed heuristics to detect, attribute and match distributed
cyber scanning is based on source IP grouping. They
also considered clusters of three or more remote hosts
that target the same destination ports as a distributed
scan. This could be ineffective if the sources are spoofed,
change regularly due to DHCP usage, or target different ports.

Furthermore, Yegneswaran et al. [92] presented a broad,
empirical analysis of Internet intrusion activity using a large
set of Network Intrusion Detection Systems (NIDS) and
firewall logs. Their breakdown of scan types showed not only
a large amount of worm activity but also a substantial amount
of scanning activity. To gain insight into the global nature of
intrusions, the authors used their data to project the activity
across the global Internet. They also presented a high level
information theoretic evaluation of the potential of using data
shared between networks as a foundation for a distributed
intrusion detection infrastructure. Their analysis indicated
that small collections of logs from smaller networks may
not be sufficient to identify either worst offenders or most
popular port targets for attacks. Additionally, their research
claimed to detect distributed scanning activity by defining a
distributed scan as scans from multiple sources (five or more)
aimed at a particular port of destinations in the same /24
subnet within an one hour window.

A potential drawback, related to the authors’ definition
of coordination or distributed scans, could be withdrawn
from the above work. The definition misses several possible
coordinated/distributed scans, such as scans from fewer than
five sources, or scans where each source scans in a different
hour. Additionally, it would have been beneficial if the authors
had considered the case where completely unrelated sources
might scan the same port on the same /24 subnet within the
same hour. Their technique appears to neither report nor detect
that case as a distributed cyber scanning activity.

C. Mathematical Approaches

These distributed cyber scanning detection approaches
utilize mathematical models, finite state machines and other
algebraic and geometric techniques to achieve their detection
task.

Treurniet J. of [93] presented an approach that is based
on the idea that anomalous scanning activity can be detected
using a finite state machine model that reflects the progression
of a TCP connection through a sequence of states via its
control flags. By storing such anomalies and applying
correlation mechanisms, the author claim that slow and
distributed scans could be detected. A proof of concept
prototype was implemented which used both DARPA’s data
[87] and operational data injected with crafted anomalies to
test the system. The author reported zero false negative and
very few false positives.

The system proposed in this work [93] is evidently
advantageous by its space requirements which makes it

operationally feasible. On the other hand, this research work
might be limited in the following: First, the experimental
data was based on filtered data which might not accurately
reflect the system’s performance. Second, the system’s
implementation is based on MATLAB [94] which could
possibly reduce its operational capabilities from an efficacy
point of view. Third, the distributed correlation engine is
based on simplistic criteria and appears to operate erroneously
when the scan is destined to overlapping targets or ports.

In another work by the same author [95], a new system
was proposed that is capable of detecting slow scans and
distributed scans. The work was built on previous work
[93] by refining the TCP model and adding support for
UDP and ICMP. The proposed method is composed of two
stages. First, sessions are formed from packet data using
simple state machine models of TCP, UDP, and ICMP traffic.
Second, common activities are identified in terms of groups
of sessions which are referred to as activity patterns. The
author verified that the system correctly identifies crafted
slow scans injected into real traffic and found that most scans
are below current detection thresholds. By combining the
detected scans with the session directionality, the author was
able to give context to the scan alerts and identify the scans
that require immediate attention.

The research work presented above possesses the following
advantages. First, it requires no training period and little
knowledge of the local network configuration. Second, it
successfully attempts to separate backscatter [96] from inverse
mapping traffic. On the other hand, and although the author
claimed that the system is able to detect distributed scans, the
system might inaccurately group targeted distributed scans
with other similar un-targeted scans.

Bhuyan et al. [97] presented the adaptive outlier based
approach for coordinated scan detection (AOCD). Their
proposed approach is based on two techniques. First,
the principal component analysis based feature reduction
technique was adopted to identify the relevant feature set.
These feature sets are used during cluster formation. Second,
a variant of the Fuzzy C-means clustering algorithm [98] was
also employed to cluster information. Their algorithm also
adopts an outlier scoring mechanism for each feature traffic
data object and sequentially report it as malicious or not. The
authors tested their algorithm using different real-life datasets
and against other available literature techniques.

The work in [97] potentially has some limitations. Firstly,
it requires a training period and hence 1) its accuracy could
be affected when dealing with other new data and 2) it
requires some initialization time which is not always feasible
in an operational environment. Secondly, it would have been
interesting if the demonstrated empirical results were validated
with other scan types. Thirdly, their proposed approach as-
sumed that the target of the scanning is a set of contiguous
addresses, which might not always be the case.
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Fig. 22. Architecture of Surveillance Detection [99]

D. Heursitical Approaches

These distributed cyber scanning detection approaches
utilize non-formal expert based analysis including, but not
limited to, visualization techniques, filter-based heuristics,
previous incident analysis, and multidisciplinary techniques.

Robertson et al. [99] introduced the System Detection’s
surveillance techniques for enclave environments (ESD) and
peering center environments (PSD). The system employed
a cascading filter design, as depicted in Figure 22, which
coordinated a series of specialized heuristics across connection
records, individual probes, scans and coordinated scanning
groups. Their proposed approach operates as follows. First,
approximate sessions between source and destination IP
pairs are extrapolated in accordance with a certain model.
Second, each extrapolated session that represents a failed
connection attempt is assumed to be a probe. Third, each
probing IP is given a score based on the number of unique
destination IP/port pairs probed. The IP is in turn considered
a scanner if its score is greater than an empirically derived
alert threshold. Their system was tested using real-time data
and has shown to accurately discover great quantities of
surveillance activities, including distributed scans.

The above system is advantageous in being scalable due
to data reduction in the used filters and efficient in high
bandwidth environments. However, on the other hand, their
work assumed, with regards to distributed scanning activity,
that a scanner is likely to use several IP addresses on the
same subnet to carry on its probing act. This implies that if
a particular IP address scans a network, IP addresses near
this IP address, rather than those far away, are more likely
to have also scanned the network. This assumption might
not always be valid, especially when dealing with botnet
scanning (See Section II-C2). Another possible limitation is
that their proposed algorithm could be susceptible to decoys
intended to cause false positives.

In a different research work, Choi et al. [100] presented the
parallel coordinate attack visualization (PCAV) as illustrated
in Figure 23.

PCAV displays network traffic on the plane of parallel
coordinates using the packet flow information such as the
source IP address, destination IP address, destination port

and the average packet length in a flow. The parameters are
used to draw each flow as a connected line on the plane,
where a group of polygonal lines forms a particular shape
in case of an attack. From the observation that each attack
type possesses a unique pattern, the authors developed nine
signatures coupled with their detection mechanisms based on
an efficient hashing algorithm. The authors validated their
proposed technique on three real network data samples and
reported a very low false positive rate.

Although the authors asserted that their technique is able
to detect and visualize distributed and coordinated scanning,
they did not empirically validate that.
Stockinger et al., in [101], presented a multidisciplinary
high-performance query-driven visualization technique for
the purpose of anomaly detection. They combined indexing
mechanisms with a new approach to visual analytics to
efficiently populate visual histograms. Additionally, the
authors applied the histogramming technology in conjunction
with a specialized visual analytics application for analyzing
distributed scans. They tested their system using network
connection data that was collected by Bro [102] at a
governmental location.

The work presented by Stockinger et al. appears to possess
some drawbacks. First, their system is passive in the sense
that it might be effective in the analysis of distributed scans
but not in real-time detection. Second, since the technique
is based on visualization, it is typically hard to provide
numerical analysis of the technique’s false positive and
negative rates. It would have been interesting if the authors
had provided some guidelines concerning that issue.
The authors of [103] discussed the application of visualization
techniques to the problem of anomaly fingerprinting. This
research work explored the application of several visualization
techniques and their usefulness towards identification of attack
tools and incidents. They used application, network and
transport layer information to accomplish the visualization.
The authors argued that their technique will aid other detection
systems such as those using signature and statistical-based
approaches to detect anomalies. Moreover, the authors briefly
discussed the effectiveness of their technique in detecting
distributed cyber scanning activity.

The work in [103] is interesting since it allows the iden-
tification of various scanning tools by visualizing their cor-
responding traffic. This allows the detection of new attack
tools and types without replying on signature based systems
that would typically fail in such scenarios. Nevertheless, it
would have been valuable if the authors 1) have provided
some metrics on how their system would have performed when
operating on real-time data and 2) explained how clusters of
distributed scanners are formed using their technique.

E. Summary

This section presented a literature review by solely focusing
on many to one cyber scanning detection techniques, com-
monly referred to as distributed approaches. From what has
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Fig. 23. PCAV System’s Design [100]

Fig. 24. Snapshot-SIP Scan UDP Header [43]

Fig. 25. Snapshot-SIP Scan Campaign-Statistics [43]

been previously discussed, we can extract the following few
points:

• In general, very limited work has been done targeting
the problem of detecting distributed cyber scanning de-
tection.

• Statistical methods are the least exploited to solve that
problem.

• Algorithmic approaches, especially those utilizing clus-
tering mechanisms, are the most effective techniques.

• There exist a lack of effective, accurate and efficient
distributed source scanning clustering techniques.

V. REPORTS ON CYBER SCANNING CAMPAIGNS

Recently, there has been a noteworthy shift towards a new
phenomenon of probing events known as cyber scanning

campaigns. These are distinguished from previous scanning
incidents as 1) the population of the participating bots is
several orders of magnitude larger, 2) the target scope is
generally the entire Internet Protocol (IP) address space, and 3)
the bots adopt well-orchestrated, often botmaster-coordinated,
stealth scan strategies that maximize targets’ coverage while
minimizing redundancy and overlap. This section reports on
the analysis of two recent incidents of cyber scanning cam-
paigns. Recall that, we have defined cyber scanning campaigns
in Section II-B, as operating in a many (sources) to many
(destinations). The first cyber scanning campaign was recently
reported in [43]. The second cyber scanning campaign was
discussed online [44], however, to the best of our knowledge,
no analysis was reported on it. We contribute in this section by
highlighting on the first in addition to providing a preliminary
analysis of the second scanning campaign using real one-way
data (i.e., darknet data [104]) that we have in our lab.

A. SIP Scanning Campaign

Dainotti et al. [43] presented the measurement and analysis
of a 12-day world-wide cyber scanning campaign targeting
VoIP (SIP) [105, 106] servers. Their analysis is based on their
collected data using UCSD Network Telescope, a /8 darknet
[107]. In a nutshell, a darknet is Internet traffic destined to
routable but unused Internet addresses. Since these addresses
are unallocated, any traffic targeting them is suspicious and
hence need to be investigated. Darknet analysis is an effective
method to generate cyber threat intelligence [108–110].
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Fig. 26. Snapshot-SIP Scan World Map [43]

As reported by the authors, a partial anatomy of the SIP
scanning campaign is depicted in Figures 24 and 25.

The SIP campaign approximately involved a significant 3
million distinct source addresses (scanning bots), generated
around 20 million probes and targeted around 14.5 million
destinations.

Moreover, the authors created a world map animation
of the scanning campaign as illustrated in Figure 26. The
snapshot represents, for the first time, an Internet-wide scan
conducted by a large botnet.

To proof that the sources of the scan were not spoofed,
Dainotti et al. [43] presented logical and empirical-based
evidence. Moreover, they showed that the SIP scanning
campaign in fact targeted the entire IPv4 address space by
using darknet data from two other sources.

To understand in which fashion the SIP scan accomplished
its probing, the authors drew Hilbert’s space-filling curves
[111]. They discovered that by reversing the order of the
three varying bytes (recall that the monitoring network is a
/8), the bots perfectly coordinated towards filling the entire
address space. Further analysis by the researchers revealed
that more than 1 million bots sent a single probe and never
participated further in the scan. It is worthy to note that, the
latter technique used by the SIP scan would go undetected
by all current detection mechanisms.

The authors also elaborated on the phases of the scanning
campaign, provided geo-location information about the
sources, and finally discussed the results of their binary
analysis of the scannning.

We refer the readers to [43] for detailed insights about this
SIP cyber scanning campaign.

B. MS-SQL Scanning Campaign

On October 10, 2012, the Internet Storm Center [112]
received a report of a large distributed SQL Injection
Scan [44]. The report noted that the scanning campaign
involved more than 9 thousand bot sources and apparently
was targeting Microsoft SQL servers. To the best of our
knowledge, no analysis in the literature was reported on it.

TABLE II
STATISTICS-SQL CYBER SCANNING CAMPAIGN

NoP USIP UDIP MSTD ASTD MDTS ADTS

216853 35 204648 4 1.06 181353 6195.8

Fig. 27. Sources Heat Map-SQL cyber scanning campaign

To further contribute in this paper, we present in this section
a proof and a preliminary analysis of that reported cyber
scanning campaign activity targeting the widely deployed
SQL database infrastructures.

We have received darknet traffic from many /16 sensors
from a trusted third party for the month of October of 2012.
We utilize a one day sample (October 3, 2012) of this real
network one-way data to report some preliminary findings.
By doing this, we concur the evidence of that reported cyber
scanning campaign in addition to briefly shedding the light
on its details.

Table II summarizes some details about the SQL cyber
scanning campaign. The table discloses the number of probes
(NoP), the unique number of source IPs (USIP), the unique
number of destination IPs (UDIP), the maximum number of
sources targeting a destination (MSTD), the average number
of sources targeting a destination (ASTD), the maximum
number of destinations a source targets (MDTS) and the
average number of destinations a source targets (ADTS).

It is revealed that, per that specific darknet one day
data sample, the SQL cyber scanning campaign generated
approximately 200 thousand probes, from 35 unique sources
(bots) and targeted around 205 thousand destinations.
Bearing in mind that such statistics are extracted from
only a one-day sample, these numbers are considered very
significant and concur that this phenomenon is in fact a cyber
scanning campaign and not just a simplistic scanning incident.

The heat map of the sources of the campaign is illustrated
in Figure 27. Republic of Korea, China and the United States
are among the top sources of this cyber scanning campaign.

Moreover, the probe packets, which constituted of ICMP
echo requests to ports 80 (web) and 1433 (MS-SQL), have
an average time to live (TTL) value of 114.9 and a datagram
length of 404. Such features should allow us to build a
unique payload signature to identify all the scanning packets.
Therefore, we expect to provide an elaborative analysis and
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tracking for this SQL cyber scanning campaign in the near
future.

C. Summary

To tackle cyber scanning campaigns, this section reported
on the analysis of two recent cyber scanning incidents. The
cyber scanning campaigns targeted Internet-wide voice over
IP and database infrastructures. The SIP scanning campaign
scanned the entire IP address space targeting more than 14
million destinations. Additionally, it used advanced stealth
techniques and coordination to achieve its campaign. Using
real darknet data, we shed light on the MS-SQL scanning
campaign. By this, we demonstrated a proof of the existence
of that campaign and presented some preliminary analysis. It is
worthy to note that detection mechanisms of such campaigns
are yet to be investigated throughout the literature.

VI. CONCLUSION AND LESSONS LEARNED

The ever increasing population and adoption of cyberspace
has been a great asset both socially and economically. The
complete embracing of cyberspace technologies allowed the
creation and implementation of new ideas that tremendously
facilitate everyday tasks. Critical infrastructure heavily
depend on information and communication technologies to
operate successfully. However, recent events demonstrated
that cyberspace could be subjected to amplified, debilitating
and disrupting attacks that might lead to severe security
issues with drastic consequences.

To tackle the ever increasing concern about cyber scanning,
which is the core facilitator for those cyber security incidents,
in this paper, we provided a categorization of the entire
cyber scanning topic. This offered the readers a strong,
coherent and a clear entry point into the topic. Further, we
presented a classification for cyber scanning techniques and
thoroughly discussed those in addition to their advantages and
disadvantages. We also focused and elaborated on distributed
cyber scanning detection methodologies, our current research
interest. Finally, we contributed by highlighting on a new
phenomenon dubbed as cyber scanning campaigns and
presented the analysis of two of its recent incidents targeting
two diverse Internet wide infrastructures. In this context, we
described and pinpointed a reported cyber scanning campaign
in addition to performing our own preliminary analysis of an
unreported incident using real data samples.

From what has been presented and discussed throughout
this paper, we can extract the following points:

• Cyber scanning is a significant and a timely cyber secu-
rity problem.

• Cyber scanning campaigns present a new paradigm in
the area of probing events. The need for a generic
approach to automate the detection and identification of
such campaigns render a new challenging cyber security
problem.

• Cyber scanning could be a precursor of various cyber
attacks, including but not limited to, denial of service
attacks, malware infections and propagation, phishing and
spamming.

• A firewall that employs TCP filtering can prevent or at
least detect around 68% of probing activities.

• There still exists a need for more research work targeting
the problem of detecting distributed cyber scanning.

• The cyber security community would benefit from more
effective and accurate statistical approaches to tackle the
problem of detecting distributed cyber scanning.

APPENDIX

In this appendix, we provide, for the purpose of paper
self-containment, 1) a brief description of the functionality of
the TCP flags that were pinpointed in Section III and 2) an
explanation on how the TCP Fragmentation Scan, that was
discussed in Section III-C6, operates.

1. TCP Flags:

SYN Flag: The procedure of establishing a connection
between any two hosts necessitates the utilization of the
synchronize (SYN) control flag and involves an exchange
of three messages; the TCP/IP three-way hand shake. A
connection is initiated by an arriving segment containing
a SYN flag. The matching of local and foreign sockets
determines when a connection has been initiated. The
connection is established when sequence numbers have been
synchronized in both directions.

ACK Flag: The acknowledgment (ACK) flag is used to
acknowledge the successful receipt of packets.

FIN Flag: The finished (FIN) flag is used to tear down the
connection that was previously created using the SYN flag.
FIN flags always appear when the last packets are exchanged
between any two entities during an established connection.

RST Flag: The reset (RST) flag is used when a segment
arrives that is not intended for the current connection. In
other words, if packets are sent to a host in order to establish
a connection, and there was no such service waiting to
answer at the remote host, then the host would automatically
reject the request and subsequently send a reply with the
RST flag set. This indicates that the remote host has reset the
connection.

URG Flag: The URG flag allows the marking of a segment
of data as ‘urgent’. Such incoming segments do not have
to wait until the previous segments are consumed by the
receiving entity but rather are sent directly and processed
immediately. In such a scenario, an urgent pointer field
specifies exactly where the urgent data terminates.

PUSH Flag: The PUSH flag is used to 1) inform the
sending application that the data should be immediately sent
out and 2) inform the receiving host that the data should
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instantaneously be pushed to the receiving application.
The PUSH flag is an effective method to avoid the typical
TCP buffering mechanism and hence is extensively used in
real-time applications.

For more detailed information about the TCP header flags,
we refer the readers to [52, 113].

2. TCP Fragmentation Scan:

Three fields in the IP header are used to implement frag-
mentation and reassembly. These are the ‘Fragment Offset’,
‘Identification’ and ‘More Fragment’ fields. The ‘Fragment
Offset’ specifies the fragment’s position within the original
datagram, measured in 8-byte units. Accordingly, every frag-
ment except the last must contain a multiple of 8 bytes of data.
By default, the ‘Fragment Offset’ can hold up to 8192 (213)
units; the datagram can not contain 8192 × 8 = 65536 bytes of
data. Since an IP header is at least 20 bytes long, the maximum
value for ‘Fragment Offset’ is restricted to 8189 bytes, which
dictates that only 3 bytes remain for the last fragment. An IP
transport can be connectionless and thus fragments from one
datagram may be interleaved with those from another at the
destination. The ‘Identification’ field uniquely identifies the
fragments of a particular datagram. The source system sets
the ‘Identification’ field in each datagram to a unique value
for all datagrams, which uses the same source IP address,
destination IP address, and protocol values, for the lifetime of
the datagram. This way the destination can distinguish which
incoming fragments belong to which unique datagram and
hence buffer all of them until the last fragment is received.
The last fragment sets the ‘More Fragment’ bit to 0 informing
the receiving station to start reassembling the data since all the
fragments have been successfully and correctly received.
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