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Abstract—The industry is now in agreement that the future
of architecture design lies in multiple cores. As a consequence,
all computer systems today, from embedded devices to petascale
computing systems, are being developed using multicore proces-
sors. Although researchers in industry and academia are explor-
ing many different multicore hardware design choices, most agree
that developing portable software that achieves high performance
on multicore processors is a major unsolved problem. We now
see a plethora of architectural features, with little consensus on
how the computation, memory, and communication structures
in multicore systems will be organized. The wide disparity in
hardware systems available has made it nearly impossible to write
code that is portable in functionality while still taking advantage
of the performance potential of each system. In this paper, we
propose exploring the viability of developing intelligent compilers,
focusing on key components that will allow application portability
while still achieving high performance.

I. INTRODUCTION

For decades, software developers have enjoyed an increase
in application performance from clock speed scaling due to
Moore’s law. Much of this performance gain resulted from in-
creasing clock speeds. However, due to temperature concerns,
this is no longer possible. The industry is now in agreement
that the future of architecture designs lies in multicores. As
a consequence, all computer systems today, from embedded
devices to high-end servers, are being built with multicore
processors.

Although there is agreement on having multiple cores per
processor, researchers in industry and academia are exploring
many different multicore hardware design choices. Because
of this diversity in architectural ideas, developing a compiler
that fully exploits the available performance of multicore
processors is a major unsolved problem.

This paper proposes to fundamentally change the way in
which compilers are developed, replacing hand-tuning by self-
tuning compilers that adapt automatically to match the charac-
teristics of each target computing system. By automating the
process of performance tuning, programmers will have more
time to focus on higher level issues, e.g., algorithm design,
robustness, and correctness. Moreover, intelligent compilers
will reduce the need for specialized expertise across the range
of targetted computing systems.

A. Challenges Facing Compiler Writers

In addition to solving challenges in constructing intelligent
compilers, compiler writers must address important technical

barriers that prevent traditional compiler infrastructures from
producing code that achieves even a reasonable fraction of a
system’s available performance.

First, traditional compilers do not adequately model the
computing systems they target. Computer architectures are
becoming increasingly complex, and ever more sophisticated
compiler optimizations are required to exploit new features of
the architecture. Previous architectures were simple enough so
that the relevant details that affect performance were easy to
discern and model. But today’s architectures are intractably
complex. And with the advent of multicores, hardware will
continue to be difficult to model. Also, the fast-paced develop-
ment of new processor technology precludes spending a large
amount of time hand-crafting.

Second, compiler writers are expected to find effective and
efficient heuristics to compute approximate solutions to NP-
hard problems, such as instruction scheduling and register
allocation. The fact that compiler phases interact with each
other further complicates the construction of good heuristics,
adversely affecting their effectiveness. This makes it difficult
to construct sets of compiler heuristics that interact well with
other downstream optimizations.

Third, traditional compilation environments are too rigid,
and it is difficult for compiler writers to adapt them quickly
to new processors and system configurations. In particular,
optimizations and the heuristics that control them are often in-
tertwined. Also, optimizations are usually composed in a fixed
order, and other optimization orders are typically not tested,
leading to brittle compilers. Furthermore, computer engineers
desire the ability to experiment with many different designs of
an architecture to measure gains of architectural alternatives
over one another. This requires not only quick prototyping
of the architectures in question, but also quick prototyping
of optimizing compilers for those architectures. Hand-tuning
any part of the compiler is ineffective at supporting quick
prototyping of optimizing compilers.

Fourth, static analysis has to make conservative assump-
tions, and many times the analysis does not have the all
information to effectively optimize a piece of code. Thus,
we believe that intelligent dynamic optimizers will become
prevalent due to their potential to improve the optimization of
a program using information available at runtime. We believe
programs will also incorporate runtime systems to provide
runtime characterizations that can be used by the compiler



to optimize subsequent runs of the program.
Our vision is simple: the above technical problems cannot

be productively resolved unless there is a radical departure
from traditional methods of developing inflexible compilers to
new methods for building intelligent compilers.

II. INTELLIGENT COMPILATION METHODOLOGY

There are many benefits to using an automatic technique
over the traditional approach to constructing compiler heuris-
tics. A machine learning process substantially reduces the
time to construct effective heuristics. Manual construction and
tuning of compiler heuristics can take weeks or longer. In
contrast, once you have cast an optimization problem as a
learning problem and generated a training set, machine learn-
ing can find effective heuristics in minutes. This methodology
produces heuristics that are accurate (i.e., converge to a better
solution more often than manual techniques), robust (solve a
wide range of problem instances), simple (the heuristics are
easy to integrated into optimization code), and are potentially
generalizable and retargetable to other problems.

A. Methodology Description

We now describe the steps involved in applying supervised
learning to a compiler problem. This process involves six
distinct steps: phrasing the learning problem, constructing fea-
tures, generating training instances, training, integrating the
heuristic, and evaluating its effectiveness. Note that, although
the following paragraphs are specific to supervised learning,
much of the discussion pertains to applying online and/or
unsupervised learning techniques to compilation problems as
well.

Phrasing the Learning Problem: Generally this means
that, when the optimizer needs to make a decision, certain
factors (the features) are inputs to a decision function, whose
output selects a choice from two or more possibilities. For
example, one way to phrase the optimization phase-ordering
problem is: “Given certain optimizations already applied and
two possible optimizations to apply next, choose which of the
two to perform.” This decision function can be used to run
a tournament among three or more optimizations, choosing
which optimization to apply to the code being optimized.
Applying one optimization changes the characteristics of the
code being optimized, and therefore the next optimization
predicted to be beneficial. One can iterate this process until
some fixed number of optimizations have been applied or
until the characteristics of the code reaches a state where
the learning algorithm predicts that no further optimizations
should be applied. The key property is framing the heuristic
decision function so that it selects among a small set of classes
(in the example, the first optimization of the two, or the
second), often just two classes.

Feature Construction: Construct a set of properties (fea-
tures) that you deem important to the optimization problem.
Finding the “right” set of features and a good representation
for this information, is the most challenging, and probably

least automatable, part of the process. For example, in instruc-
tion scheduling, it is well known that considering the critical
path of instructions helps, so one might use features related to
the critical path. However, for other compiler problems with
no prior art, one might have to guess which features might
work.

Generating Training Instances: Instrument the compiler to
generate a training instance at every point of the optimization
algorithm where the heuristic would typically be applied, or
at least at a significant, randomly chosen sample of those
points. This generally involves arranging things so that you
can pursue all decision possibilities at that point. You need a
way to evaluate the end result of each choice so that you can
label the instance with the best choice. You must also output
the values of the features at the decision point. A training
instance says: “In this situation (features) you should do X
(label).”

An interesting issue arises when, in order to evaluate a
decision, you have to take more decisions. For example, in
instruction scheduling, to evaluate a given choice, you need to
schedule the rest of the block. There are several alternatives
to solving this problem. Sometimes you can enumerate all
possibilities (exhaustive search) and pick the best. This works
for short blocks in instruction scheduling. An alternative is
to consider a randomly chosen sample (an approach useful
for large blocks, which may have a huge number of possible
schedules). Finally, you can run to the end of the problem
using one or more heuristics already known to be competent
(though perhaps not as good as you are aiming for). For
instruction scheduling, you might use a generic critical-path
based heuristic.

Another significant issue is evaluating each choice. For
instruction scheduling, one can use a cycle-level model of the
CPU to estimate the number of cycles that each schedule for a
block would take when executed. For evaluating a short piece
of optimized code one could also use a cycle-accurrate timer.
Note that these estimators only need to be good in a relative
sense, leading to good decisions about which choice is better.
Their absolute estimates do not matter as much.

Training the Learning Component: Here, the compiler
writer can present the training instances to one of a variety of
supervised learning components in order to construct a tuned
heuristic. This is automatic and easy to do, given training
instances in the appropriate form. In addition to the learned
heuristic, machine learning tools generally provide statistics
concerning their effectiveness (classification accuracy) on the
training set and on one or more test sets. We recommend
using a process called leave-one-out cross-validation to test
the accuracy of your heuristics. That is, given a suite of N
benchmarks, one can generate training instances from N−1 of
the benchmarks and test the accuracy of the generated heuristic
on the benchmark that was left out. This gives the learning
algorithm a broad collection of instances from which to learn,
but insures evaluation on instances not used in the learning
process. This checks the generality of the heuristic, insuring
that it is not overly specialized to particular benchmarks.
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Fig. 1. Overview of an Intelligent Compiler.

Integration of the Induced Heuristic: The output of the
supervised learning component can now be converted into code
and integrate it into the compiler. Many supervised learning
components already have options to produce code as output,
making this particularly easy.

Evaluation of Induced Heuristic: Finally, the performance
of the tuned heuristic can be empirically evaluated. While
classification accuracy is usually available from the learning
tool and gives a good sense of how well the features predict
the labels, there is usually some degree of approximation or
modeling in the generation of training instances, so one must
test the heuristic’s effectiveness in practice. If the effectiveness
is not good enough, one may need to adjust the set of features
or the process for generating instances.

B. Benefits of a Machine Learning Methodology

This methodology offers several benefits over manual meth-
ods:

1) Saves programmer-hours compared to time-consuming
manual techniques; it can induce competent heuristics
in minutes, versus weeks or months; fast turn-around
may support prototyping compilers to assist with new
chip development.

2) Induces heuristics that are based on sound machine
learning principles; manual techniques are often not as
sound or principled.

3) Constructs compiler heuristics systematically, not by
trial and error.

4) Can assist in developing heuristics, where no hand-
crafted ones exist yet.

We now turn to describing the separate components of an
intelligent compiler.

III. OVERVIEW OF AN INTELLIGENT COMPILER

Figure 1 depicts, from left to right, the high-level flow of
compilation from source code to execution on a computing
system (including section numbers where important compo-
nents are discussed). At static compilation time, an intel-
ligent compiler will analyze source code with performance

prediction models that predict the optimizations likely to be
beneficial. These models, developed using machine learning
algorithms, will output a probability distribution of the benefit
of optimizations, given the specific code being compiled. The
intelligent optimization controller will apply optimizations
based on these probability distributions pertaining to the
benefit of improving a particular metric (e.g., performance,
power, or code size). This framework can also integrate a
performance prediction model into the binary that predicts
when to apply certain dynamic optimizations. Information used
by the prediction models comes from three potential sources:
the static and dynamic process characterization, the results
optimizing similar programs, and the analysis of the program
being optimized. All this information is stored in a knowledge
base for future compilations.

A. Intelligent Optimization Controller

The intelligent optimization controller will choose opti-
mization sequences to apply from the areas of the optimization
space delineated by the performance prediction model. These
areas are predicted with high probability to contain beneficial
optimization sequences. The intelligent optimization controller
can either generate a program executable in one trial, or it can
be used in an iterative manner. The framework may determine
that it is possible to fine-tune the selection of optimizations by
getting information from the execution of the application on
the target system. The process can iterate until the selection
of optimizations converges. The generated executable can be
linked with a dynamic optimization module if the models
predict that further optimizations at runtime will be beneficial
(described in Section III-D).

1) An Example: In previous work, we developed an intel-
ligent optimization controller that used static code features
to correlate the programs to be optimized with previous
knowledge in order to predict the probability that certain
optimizations would be beneficial [1]. Consider the diagram in
Figure 2(a), which shows the behavior of the adpcm program
on the Texas Instrument C6713 processor. This diagram is an
attempt at plotting all points within 5% of the optimum in
the space of all optimization sequences of length 5 selected
from a set of 13 optimizations.1 It is difficult to represent a
large 5 dimensional space graphically, so each optimization
sequence (t1t2t3t4t5) is plotted at position (t1t2) on the x-
axis, which denotes prefixes of length 2, and position (t3t4t5)
on the y axis, which denotes suffixes of length 3. The most
striking feature is that minima are scattered throughout the
space, which means that finding the very best optimization
sequence is a difficult task. Prior knowledge about where
good points are likely to be could focus search, allowing
the minimal point to be found faster. Alternatively, given a
fixed number of evaluations, improved performance can be
expected if good areas of the space to search are known. We

1Unrolling factors were counted as individual optimizations, and since
unrolling was only allowed to appear once in any optimization sequence,
the total number of optimization sequences exhaustively evaluated for this
benchmark was 88000.
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Fig. 2. (a) The points correspond to optimization sequences whose performance is within 5% of the optimum for adpcm on the TI C6713. The contours are
the areas predicted to contain good optimizations.(b) How close to the best performance random and focussed search achieve for each program evaluation.
The random algorithm achieves 38% of the maximum improvement in 10 evaluations; the focussed search 86%.

developed a technique that uses machine learning to construct
a predictive model from a knowledge base of search data from
other programs. The predictive model used code features to
define good regions of the space to search. In Figure 2(a), the
contour lines enclose those areas where the model predicted
good points. Note that the model predicts the area which
contains the optimal optimization sequence.

Using this model we were able to reduce the amount of
search to find the best sequence - rapidly reducing the cost
of iterative search. This can be seen in Figure 2(b), which
compares random search2 (RANDOM) with a predictive
model (FOCUSSED). The x-axis (logarithmic scale) denotes
the number of evaluations performed by the search. The y-
axis denotes the best performance achieved so far by the
search: 0% represents the original code performance, 100% the
maximum performance achievable. It is immediately apparent
that the predictive model rapidly speeds up the search. For
instance, after 10 evaluations, random searching achieves 38%
of the potential improvement available, while the focused
search achieves 86%. As can be seen from Figure 2(b), such
a large improvement would require over 80 evaluations using
random search, justifying further investigation into predictive
modelling.

B. Application and Architecture Characterization
Intelligent compilers will have to collect both static and dy-

namic characteristics of applications being optimized as well
as architectures being targeted. It is important to characterize
all resources that significantly affect application performance
that can be effectively used with predictive modelling tech-
niques to drive compiler optimizations. A proper characteri-
zation of the application and the target computing system is
critical to the prediction of beneficial optimization choices and
to the identification of good areas of an optimization search
space to traverse.

2This search was an average of 20 trials to be statistically meaningful.

It is essential that representations be created which enrich
the knowledge base with information that is relevant to any
decision point and range of choices that affect performance.
The knowledge base in an intelligent compiler will be a
coherent aggregate of static and dynamic characterization
both of the application and target system. For applications,
this characterization can be extracted from compiler analysis
phases or through instrumenting the code to retrieve dynamic
information, such as performance counter information. For
the targeted computing system, this characterization can be
retrieved from a configuration file and/or can be efficiently
characterized with microbenchmarks (as in previous work [2]).

1) An Example: In previous work, we successfully used
performance counters to characterize applications and to pre-
dict optimizations that were beneficial[3]. This section looks
at just one program to illustrate how performance counters
can be used to select beneficial compiler optimizations. As
the performance counter values are related to actual program
performance, they can be used by a modelling technique
to select good optimization settings (described in the next
section). We developed models that take as input performance
counter values of a new program being optimized. By using
prior knowledge from previously examined programs, the
models predict the optimizations most likely to result in a
speedup and improved performance counter values.

Figure 3 shows the performance counter values for the
181.mcf benchmark from the SPEC benchmark suite on
the AMD processor, compiled with the commercially available
PathScale optimizing compiler. What is immediately apparent
is that 181.mcf is an unusual program. It has a much greater
number of memory access per instruction than average - up to
38 times more in the case of L2 store misses (L2 STM). A
learned model should identify this and predict optimizations
that reduce the impact of cache accesses.

Figure 4 shows the performance counter values after ap-
plying two optimization schemes, -Ofast (FAST), the highest



 0

 5

 10

 15

 20

 25

 30

 35

 40

L2
_T

CA
L1

_T
CH

L1
_T

CM
FP

_O
PS

FA
D

_I
N

S
FM

L_
IN

S
L1

_T
CA

L2
_T

CH
L1

_I
CR

L2
_I

CA
L1

_I
CA

L2
_I

CH
L1

_I
CH

L2
_D

CW
L2

_D
CR

L2
_D

CA
L1

_D
CA

L2
_D

CH
L1

_D
CH

TO
T_

CY
C

RE
S_

ST
L

V
EC

_I
N

S
BR

_I
N

S
FP

_I
N

S
BR

_M
SP

BR
_T

K
N

H
W

_I
N

T
ST

L_
IC

Y
L2

_S
TM

L2
_L

D
M

L1
_S

TM
L1

_L
D

M
TL

B_
TL

TL
B_

IM
TL

B_
D

M
FP

U
_I

D
L

L2
_T

CM
L2

_I
CM

L2
_D

CM
L1

_I
CM

L1
_D

CM

Re
la

tiv
e 

to
 A

ve
ra

ge
 P

er
f C

nt
rs

 

181.mcf

Fig. 3. Performance counter values for 181.mcf compiled with -O0 relative to the average values of a large set of benchmark suites (SPECFP, SPECINT,
MiBENCH, Polyhedron).
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Fig. 4. Performance counters values for 181.mcf for -Ofast (FAST) and the machine learning model (PCModel) relative to -O0 for each performance counter.

optimization setting available with PathScale, and the opti-
mization setting found by the performance counter model
(PCModel). PCModel applies optimizations that are able to
significantly improve the use of the L1 and L2 cache. This is
shown in the rightmost three bars of Figure 4 in the columns
labelled L1 TCM (L1 total cache miss), L1 TCA (L1 total
cache accesses), and L2 TCA (L2 total cache accesses). For
instance, the model is able to reduce the number of L1 cache
misses by 20%, which has the effect of reducing the number
of L2 accesses by 20%. -Ofast, on the other hand, has no
effect on these values. In fact, -Ofast is able to achieve a 1.24
speedup over -O0, while PCModel gives a speedup of 2.33,
i.e., a speedup of 1.88 over -Ofast.

If the optimizations selected by PCModel are examined, it
becomes evident that the model has learned that data cache

misses and branch instructions (via the performance counter
data) are the critical characteristics of this program. Moreover,
it suggested that the compiler convert pointers from 64-bit
to 32-bit, because 64-bit pointers are reducing the effective
cache capacity and memory bandwidth. This demonstrates
the strength of automatic model construction. It has no prior
human bias about what are important program characteristics
or optimizations – it learns solely based on empirical evidence.

C. Performance Prediction Models

Performance prediction models in an intelligent compiler
can be constructed by searching for the best set of optimiza-
tions for a program and learning from this search. When a
new program is encountered, the compiler can automatically
select a good sequence of optimizations without the need for
many online trials. This is based on machine learning methods



that take as input a characterization of a problem (e.g., an
application being optimized and an architecture being targeted)
and predict the best set of optimizations to use. During a
significant training period, predictive modelling techniques
integrated in the compiler learn how programs, optimizations,
and architectures interact and thus form the core of the
intelligent compiler.

The output of previous runs of pure search can be used to
train the performance prediction models. These models will
allow the compiler to be portable and to tune its optimizations
automatically to any new program or processor configuration.
We are exploring a variety of different machine learning
methods to induce these models automatically (described in
Section III-F).

D. Dynamic Optimization and Runtime Monitoring Tech-
niques

Traditional compilers typically output one optimized version
of the program executable in the hope that this “one-size-fits-
all” version of the code will run efficiently in the face of
changing runtime contexts, application phases, and dynamic
architecture environments. However, we realize that, most
likely, there is not one optimized version of the code that is
best for all environments.

Thus, we propose that intelligent compilers will integrate
into each binary a dynamic compiler along with a runtime
monitoring component that drives dynamic compilation and
generates a characterization of the program at running time.
This dynamic compilation environment will be able to perform
specific optimizations at runtime that are predicted to be
beneficial, but that cannot be performed due to lack of infor-
mation at static compile time (e.g., function parameters or loop
bounds). The runtime monitoring component will also provide
an accurate dynamic characterization of the application and
architecture. This information will be stored in the knowledge
base to be used by the prediction models to drive future
compilation.

E. Knowledge Base

An important issue in an intelligent compiler is the collec-
tion and proper storage of information from different sources
into a knowledge base. Thus, it is important to build a stan-
dardized database to store learning data in order to facilitate
the communication between machine learning components,
optimization algorithms, compiler and instrumentation tools,
compiler writers, as well as application developers.

A knowledge base can consist of data from previous op-
timization experiments, e.g., static and dynamic characteriza-
tions of code previously optimized as well as architectures
previously targeted. The database should be populated with the
results of optimization experiments and with extensive archi-
tecture characterization experiments performed using micro-
benchmarks.

We propose that standard formats be developed for repre-
senting this information, which will enable the communication
between the different tools in an intelligent compiler. A

standard format for this information will serve two additional
purposes. First, compiler writers will be able to collect and use
information from outside sources if data is generated by using
the same standard format, ultimately allowing the database
of training data to quickly grow. Second, by documenting
this standard format, compiler and application developers will
be able to exploit the database for their own purposes, e.g.,
in developing new optimization algorithms or as feedback to
developers.

An important part in developing this schema includes defin-
ing the features to be investigated. After an initial set of
features is defined, compiler writers can create the necessary
mechanisms to extract static program features during com-
pilation and dynamic program features at runtime. Compiler
writers should modify their frameworks to extract all desired
static program features during compiler analysis (e.g., average
size of basic block, whether a function is a leaf/non-leaf) and
must instrument the executable to produce dynamic program
features (e.g., performance counter information). Defining
good features is an iterative process; therefore work should
proceed in parallel with the development of feature extraction
tools and the evaluation of machine learning methodologies.
Standard statistical techniques, such as mutual information,
can be useful to evaluate the usefulness of different features.

F. Machine Learning Methods

There is a large breadth of different learning techniques that
can be applied to compiler problems, ranging from simple
techniques, such as logistic regression and nearest neigh-
bor classification, to advanced probabilistic approaches, such
as Bayesian and reinforcement learning approaches. Simple
learning algorithms are beneficial to compiler writers who
will develop and integrate these algorithms into their compiler
infrastructures. However, simple techniques may not solve all
learning problems encountered, and thus compilers writers
will have to judiciously use more advanced techniques where
needed.

Application and architecture characterization and optimiza-
tion experiments can generate enormous amounts of learning
data; therefore we contend that scalable learning algorithms
are important for solving compilation problems.

G. Multicore Compiler Optimizations

Multicore processors bring new performance optimization
challenges, and machine learning techniques must be adapted
to address these. From a parallelism perspective, the granular-
ity of parallelism, the number of cores to use for a particular
computation, and the computation partitioning across cores all
impact performance significantly. Appropriate predictive mod-
elling techniques to handle these problems will be important.

Multicore-based architectures will also require tuning paral-
lelism, the number of threads per core, locality optimizations,
thread affinity and scheduling, as well as data placement and
movement. All of these will be interesting problems to tackle
with machine learning.



IV. RELATED WORK

A complete review of the literature is impractical for this
paper. Instead, existing work is highlighted that is most closely
related.

Autotuning

An area that is closely related to intelligent compilers is
the study of automatic code generation and optimization for
different computer architectures, which has been explored
in many existing studies touching many different applica-
tions. There is a number of automatic library generators
that automatically generate high-performance kernel routines,
including FFT [4], [5], [6], BLAS [7], [8], [9], [10], [11],
Sparse Numerical Computation [12], [13], [14], [15], [16],
and domain specific routines [17], [18], [19]. Recent research
efforts expand automatic code generation to routines whose
performance depends not only on architectural features, but
also on input characteristics [20], [21], [22]. These systems
are a significant step toward automatically optimizing code
for different computer architectures. However, these works do
not explore the benefit of learning from a knowledge base
of previously explored applications and architectures or of
adapting to a changing runtime context.

Machine learning applied to Compilation

Machine learning and search techniques applied to compi-
lation has been studied in many recent projects [23], [24],
[25], [26], [27], [28], [29], [8], [30], [31]. These previous
studies have developed machine learning based algorithms to
efficiently search for the optimal selection of optimizing trans-
formations, the best values for the transformation parameters,
or the optimal sequences of compiler optimizations. Generally,
these studies customize optimizations for each program or
local code segments, some based on code characteristics.
Intelligent compilers will not only use program characteristics,
but will use architecture features to adapt to new computing
systems, and will be aware of different runtime contexts of a
program.

Several researchers have looked at searching for the best
set or sequence of optimizations for a particular program [32],
[31], [26], [27]. Cooper et al. [33] used genetic algorithms to
solve the compilation phase ordering problem. They were con-
cerned with finding “good” compiler optimization sequences
that reduced code size. Their technique was successful at
reducing code size by as much as 40%. Unfortunately, their
technique was application-specific, i.e., a genetic algorithm
had to be retrained to find the best optimization sequence
for each new program. Kulkarni et al. [34] exhaustively
enumerated all distinct function instances for a set of programs
that would be produced from different phase-orderings of
15 optimizations. This exhaustive enumeration allowed them
to construct probabilities of enabling/disabling interactions
between different optimization passes in general and not
specific to any program. In contrast, intelligent compilers
will characterize programs being optimized; therefore these

compilers will learn which optimizations are beneficial to
apply to “unseen” programs with similar characteristics.

Many researchers have also looked at using machine learn-
ing to construct heuristics that control single compiler opti-
mizations. Stephenson et al. [23] used genetic programming
to tune heuristic priority functions for three compiler opti-
mizations within the Trimaran’s IMPACT compiler. For one
of the optimizations, register allocation, they were only able
to achieve on average a 2% increase over the manually tuned
heuristic. Monsifrot et al. [30] used a classifier based on
decision tree learning to determine which loops to unroll. They
showed an improvement of 3% over the hand-tuned heuristic
and 2.7% over g77’s unrolling strategy on the IA64 and
UltraSPARC, respectively. The results in these papers highlight
the diminishing results obtained when only controlling a single
optimization. In contrast, we believe that intelligent compilers
must control all optimizations available to it.

Recently, researchers in Europe (as part of the MILEPOST
project) have modified GCC to allow phase reordering of
optimizations and have integrated machine learning techniques
to control these optimizations [35]. They show good results on
three different architectures.

Dynamic Compilation Environments

Fursin et al. [36] investigate online iterative search of
optimizations for scientific applications. Prior to the program’s
execution, a set of optimized versions of code segments are
created to be explored during execution. Their system uses a
simple phase detection to identify periods of stable, repeatable
behavior. During these stable phases, each optimized version is
run and timed once, and the best performing version is chosen.
Another solution is to evaluate the different statically compiled
versions at runtime. For example, Lau et al. [37] present an
online framework, called performance auditing, that allows the
evaluation of the effectiveness of optimization decisions. The
framework allows for online empirical optimization, which
improves the ability of a dynamic compiler to increase the
performance of optimizations while preventing performance
degradations. Instead of using models to predict an optimiza-
tion’s performance, both of these approaches compile differ-
ent versions of the same method with different optimization
settings chosen randomly and then they run each of these
different versions evaluating their performance empirically on
the real machine. These approaches worked well for single
optimizations or for a very small set of optimization sequences
to be tested, but will be impractical for finding good sequences
of optimizations from a large set of optimizations. Also,
predictive modelling is not used to decide the optimized
versions of the code to try.

Furthermore, dynamic compilation has been one of the
central research topics in virtual machines. The key question
that is explored is how to find the hot spot, that is, the code
segment most frequently executed, and when to re-compile
hot spots with more aggressive optimizations [38], [39], [40],
[41], [42]. However, the changing runtime environment is
generally not considered in the dynamic compiler’s decision



of which code segment to optimize and which optimizations
to apply. In general, previous work is inadequate in developing
a systematic solution for optimizing programs to different
runtime contexts, but will provide a basis to build on.

Dynamic systems provide a solution to directly modify the
behavior of the program at runtime, and there have been
several projects in the past pertaining to lightweight dynamic
optimization schemes [38], [43], [44], [45], [46]. However,
these systems have traditionally been very architecture and/or
optimization specific. For example, Adore [44] is an Itanium-
based system that only implements a prefetch optimization
scheme. Adore is a very specialized dynamic optimization
scheme that would be difficult to generalize for other architec-
tures. Also, Dynamo [38] and Deli [47] have high overheads
that can outweigh the benefit of their optimizations. For
example, the system proposed by Zhao et al. [46] is built using
DynamoRIO [48] and has a 14% overhead, 13% of which
is due to DynamoRIO. Furthermore, these systems are not
linked closely to the static compiler and thus do not use static
information at runtime nor do they feed information back to
the static compiler.

V. CONCLUSION

A critical component in intelligent compilers is the ma-
chine learning algorithms. Machine learning algorithms induce
heuristic functions automatically from training data. In pre-
vious work, we found that machine learning was excellent
at solving the problems we tackled [49], [50], [51], [52],
[53], [54], [1], [55], [56]. In this work, we induced heuristics
automatically using machine learning whose performance was
comparable to hand-tuned heuristics on well-studied problems.
We also have found that a variety of learning algorithms all had
low classification error rates and thus performed equally well.
We conclude that typical compiler problems do not present
difficult learning problems, if proper features are extracted and
the problem is correctly phrased.

Acknowledgements: We thank Xiaoming Li and Guang
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