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Abstract

• A	general	methodology	to	understanding	a	
neural	model	by	using	erasure

• To	provide	a	way	to	conduct	an	error	analysis	
on	a	neural	model
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Introduction

• Cons	of	Neural	Networks
- Poor	interpretability	of	its	components
- Hard	to	pinpoint	when	it	makes	mistakes



Introduction

• Erasing	components	:
- Can	improve	performance
- Show	importance	of	components	



Introduction

• Erasing	of	features	are	done	on	these	levels:	
- Input-word	vector	dimensions	
- Intermediate	hidden	units
- Input	words	
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Linking	Word	Vector	Dimensions	to	
Linguistic	Features	

• Using	the	model	to	understand	neural	models	
at	word	vector	dimensions:	
- Visualization	Model	
- Tasks	and	Training	
- Results	



Linking	Word	Vector	Dimensions	to	
Linguistic	Features	

• Linguistic	Features	which	can	be	used	:	
- Parts	of	Speech
- Named	Entity	class	
- word	frequency
- word-shape
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Finding	Important	Words	in	Sentiment	
Analysis	

• Using	the	model	to	understand	neural	models	
at	word	level:
- Computing	log	likelihood	of	correct	
sentiment	when	a	particular	word	is	erased
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Reinforcement	Learning	for	Finding	
Decision-Changing	Phrases	

• Using	the	model	to	understand	neural	models	
at	sentence	level:	
- Task,	Dataset	and	Training	
- Results
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Reinforcement	Learning	for	Finding	
Decision-Changing	Phrases	



Conclusion

• This	methodology	shows	the	benefits	and	
harms	in	erasing	representation,	helps	in	the	
error	analysis	of	neural	networks.

• This	has	the	potential	to	benefit	a	wide	variety	
of	models	and	tasks.
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