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Abstract

Computer network traffic is analyzed via state space models and statistical techniques such as linear and nonlinear canonical correlation analyses and mutual information. As an application, the models and the statistical techniques are utilized to detect UDP flooding attacks. This work indicates that mutual information is a powerful tool for the detection of such attacks. Our approach is topology independent and our findings are tested on the so-called dumbbell and parking-lot topologies.
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1 Introduction

Traffic signal analysis has seen renewed interest over the past few years and has so far for the most part focused on modeling such phenomena as self-similarity and burstyness, building on the theory of α-stable distributions with infinite variances [1], [2]. Here, we rather focus on the dynamical aspects of the modeling, yet keeping in mind that the traffic signals inevitably contain a certain degree of randomness due to the fact that the traffic sources appear unpredictable from the observation point, typically a router. A modeling tool that fairly naturally applies in this context is the Canonical Correlation Analysis (CCA) between the past and the future of the process. The motivation for a dynamic modeling of the signals is that, if a baseline (FTP, HTTP,...) traffic model has been identified, if the model is subsequently confronted with traffic data, and if at a certain point in time the model no longer fits the data, some suspicious activity must be on going. CCA also yields as a by-product the Akaike mutual information between the past and the future, which provides a statistical signature of the signal. The latter ineluctably changes under attack and hence produces yet another intrusion detection scheme.

Several signals (link utilization, packet arrival, queue length, ...) are candidates for dynamical modeling, but here we shall focus on link utilization. No distinction between control and data packets is made at this stage. The signals are themselves generated by ns, the network simulator. Two different network topologies have been retained—the “dumbbell” topology and the “parking lot” topology. In both the cases, the link utilization is observed at a router. The link utilization is integrated over a sampling period ranging from 0.1 to 20 sec. Our study is somehow 4-fold: dumbbell versus parking lot topology, linear versus nonlinear, for varying sampling periods, and for varying “lags,” where the lag is defined as the length of the data record utilized in the CCA.

2 Simulation Setup

We used the Network Simulator (ns) developed by LBNL to set up our simulation environment [3]. Ns is a discrete event simulator widely accepted for networking research. It provides a substantial support for simulation of TCP, routing, and multicast protocols over wired and wireless (local and satellite) networks. Moreover, ns generates Constant Bit Rate (CBR) traffic, TELNET, FTP, HTTP, etc. The simulator also has a small collection of mathematical functions that can be used to implement random variate generation (exponential, uniform, Pareto, etc.) We used this capability to setup the network environment that synthesized HTTP, FTP, and CBR traffic.

We performed our tests on two different topologies. The first topology under consideration was the “Dumbbell” topology (Fig. 1). We set the nodes $S_i$ ($i = 1, 2, ..., 5$) as sources and the nodes $D_i$ ($i=1, 2, ..., 5$) as destinations. Normal traffic was generated by sending a mixture of HTTP and FTP traffic from the sources ($S_i$) to the corresponding destinations ($D_i$) at random times. For HTTP traffic, the file size distribution was modeled as a general ON/OFF behavior with a combination of heavy-tailed and light tailed sojourn times, while the interpage time and the interobject per page time distributions were set to be exponential. The page
size was set to be constant and the object per page size to be Pareto to replicate today’s network bursty traffic [4], [2]. For FTP traffic, files of random sizes were sent at random times [5]. We monitored the traffic flowing from $N_1$ to $N_2$, the bottleneck, or “choke point,” link. To simulate a UDP packet storm attack [6], a large number of small size Constant Bit Rate (CBR) packets were sent over some UDP connections from the sources $S_1$, $S_2$, $S_3$ to the victim destination $D_4$ on the top of the normal traffic. Each trial was executed for 30000 simulated seconds, logging the traffic at the 0.01 second granularity. For a particular scenario, the bottleneck link was 1.5 Mbps and the non-bottleneck links were 10 Mbps and the latency of the each link was set to 20 ms. UDP flooding attack was generated by each source having 5 UDP agents sending CBR packets of the size 200 bytes at the rate of 0.005 second/bytes to the victim.

In the more complicated “Parking Lot” topology (Fig. 2), we set the nodes $S_i$ (i = 1, 2, ..., 10) as sources and the nodes $D_j$ (i = 1, 2, ..., 10) as destinations. A dynamical model for normal TCP traffic was synthesized from the signals obtained by sending a mixture of FTP and HTTP traffic from the sources to their downstream destinations at random times. The normal traffic was monitored along the path from node 3 to node 4. In addition to this background traffic (HTTP and FTP), a large number of small size CBR packets were sent over some UDP connections from source node 3 to the victim node 4 to model the attack scenario. We monitored the link utilization along the same path, from node 3 to the node 4, and gathered the simulated attack data. Simulation results were obtained for several trials of ns. Each run was executed for 30000 simulated seconds, logging the traffic at the 0.01 second granularity. For a particular case, link speed was 10 Mbps and the latency of the each link was set to 20 ms. UDP packet storm was generated by 15 UDP agents sending CBR packets of a size of 200 bytes at a rate of 0.005 second/bytes to the victim.

![Figure 1: Dumbbell topology. Normal traffic is a mix of HTTP and FTP traffic, while UDP packet storm attack is simulated by sending CBR traffic from the sources S1, S2, S3 to the destination S4.](image1)

![Figure 2: Parking lot topology. Baseline traffic is a mix of HTTP and FTP traffic, while UDP flooding attack is simulated by sending CBR traffic from node 3 to node 4.](image2)

### 3 Canonical Correlation Analysis

CCA is a second moment technique. In its linear version, it relies on the second moments of the process itself, and as such the analysis cannot be carried out on those self-similar traffic signal models with infinite variance [1]. One should keep in mind, however, that infinite variance processes are a convenient way of modeling exactly self-similar processes and that in practice self-similarity is observed only over finitely many scales. Other considerations that support the finite variance hypothesis include the small size of the network on which the traffic is simulated and the finite bandwidth of the links. These observations corroborate recent work at AT&T [7], which calls into question whether real traffic is self-similar. In the nonlinear CCA, these issues become irrelevant, because the variance analysis is applied to a nonlinear distortion of the original process, which is restricted to result in a finite variance process.

#### 3.1 Linear state space models

Here $\{y(k) \in [-b, b] : k = \ldots, -1, 0, +1, \ldots\}$ is the centered link utilization signal, bounded by the bandwidth, viewed as weakly stationary process with finite covariance $E(y(i)y(j)) = \Lambda_{i-j}$ defined over the probability space $(\Omega, \mathcal{A}, \mu)$. The past and the future of the process are defined, respectively, as

\[
y_-(k) = (y(k), y(k-1), ..., y(k-L + 1))^T,
\]
\[
y_+(k) = (y(k+1), ..., y(k+L))^T.
\]

where $L$ is the lag. The ability to devise a good model can be gauged from the Kolmogorov-Sinai, or Shannon, mutual information between the past and the future [8], [9], [10],

\[
I(y_-, y_+) = h(y_+) - h(y_+|y_-)
\]
\[
= \int \int \log \frac{p(y_-, y_+)}{p(y_-)p(y_+)} p(y_-, y_+) dy_- dy_+
\]

In the above, $h(y_+)$ is the Shannon entropy of the future and $h(y_+|y_-)$ is the conditional entropy of the fu-
ture given the past. To proceed from a numerical algebra point of view, the covariances of the past and the future are factored as

\[ E(y_-(k)y_+^T(k)) = L_-L_-^T, \quad E(y_+(k)y_-^T(k)) = L_+L_+^T \]

and the canonical correlation is defined and Singular Value Decomposed (SVDed) as

\[ \Gamma(y_-, y_+) = L_-^{-1}E(y_-(k)y_+^T(k))L_+^T = U^T \Sigma V \]

where \( U, V \) are orthogonal matrices and

\[ \Sigma = \begin{pmatrix} \sigma_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \sigma_L \end{pmatrix}, \quad 1 \geq \sigma_1 \geq \ldots \geq \sigma_L \geq 0 \]

The \( \sigma \)'s are called canonical correlation coefficients (CCC's). If the process is Gaussian, it is well known that

\[ \Delta(y_-, y_+) = I(y_-, y_+) \quad \text{where,} \]
\[ \Delta(y_-, y_+) : = -\frac{1}{2} \log \det \left( I - \Gamma^T(y_-, y_+) \Gamma(y_-, y_+) \right) \]

At this stage, it is customary to assume that there are only a restricted number \( D \leq L \) of significant CCC's, which we group in \( \Sigma_1 \), and we further partition \( \Sigma \) and the orthogonal matrices conformably as

\[ U = \begin{pmatrix} U_1 \\ U_2 \end{pmatrix}, \quad \Sigma = \begin{pmatrix} \Sigma_1 & 0 \\ 0 & 0 \end{pmatrix}, \quad V = \begin{pmatrix} V_1 \\ V_2 \end{pmatrix} \]

The canonical past and the canonical future [11] are defined as

\[ y_+(k) = U_1L_-^{-1}y_-(k), \quad y_+(k) = V_1L_+^{-1}y_+(k) \]

The state is defined as the minimum collection of past-measurable random variables necessary to predict the future, that is, \( E(y_+(k) | y_-(k)) \). A basis of such collection of random variables is given by

\[ x(k) = E \left( y_+(k) | y_-(k) \right) = \Sigma_1y_-(k) \]

The state transition matrix \( A \) is defined as the least squares fit regression matrix of \( x(k+1) \) on \( x(k) \), viz.,

\[ A = E \left( x(k+1)x^T(k) \right) \left( E(x(k)x^T(k)) \right)^{-1} \]
\[ = \Sigma_1U_1L_-^{-1}\overline{\Lambda}L_-^{-T}U_1^T \Sigma_1^{-1} \]

where \( \overline{\Lambda} \) denotes \( \Lambda \) shifted to the right by one position, that is,

\[ \overline{\Lambda} = \begin{pmatrix} \Lambda_1 & \Lambda_2 & \cdots & \Lambda_L \\ \Lambda_0 & \Lambda_1 & \cdots & \Lambda_{L-1} \\ \vdots & \vdots & \ddots & \vdots \\ \Lambda_{L-2} & \Lambda_{L-3} & \cdots & \Lambda_1 \end{pmatrix} \]

It is a bit tedious to show (although it is implicitly contained in Akaike [11]) that the residual noise \( w(k) \) is white and furthermore

\[ Q = E(w(k)w^T(k)) = \Sigma_1^2 - A\Sigma_1^2A^T \]

Next, a regression of \( y(k+1) \) on \( x(k) \) is done, yielding the matrix \( C \) as

\[ C = E \left( (y(k+1)x^T(k)) \right) \left( E(x(k)x^T(k)) \right)^{-1} \]
\[ = (\Lambda_1, \Lambda_2, \ldots, \Lambda_L) L_-^{-T}U_1^T \Sigma_1^{-1} \]

Again, the residual error \( v(k) \) can be shown to be white and

\[ R = E(v(k)v(k)) = \Lambda_0 - C\Sigma_1^2CT \]

Finally, it is also readily found that

\[ S = E(w(k)v(k)) = \Sigma_1U_1L_-^{-1}\Lambda_1(2) - A\Sigma_1^2CT \]

Where, \( \Lambda_1(2) \) is the 2nd row of \( \overline{\Lambda} \). Hence, we have a state space model of the form [12]

\[ x(k+1) = Ax(k) + w(k) \]
\[ y(k+1) = Cx(k) + v(k) \]

In order to confront the data with the model, we need to know the state \( x(k) \), which could be computed as \( \Sigma_1y_-(k) \). It is, however, more efficient to get an estimate of the state provided by the Kalman filter

\[ \hat{x}(k+1 | k+1) = A\hat{x}(k | k) + K(y(k+1) - C\hat{x}(k | k)) \]
\[ y(k+1) = C\hat{x}(k | k) + (y(k+1) - C\hat{x}(k | k)) \]

Since \( y(k+1) - C\hat{x}(k | k) \) is well known to be a white noise, called innovation, the Kalman filter provides yet another state space model, referred to as innovation representation [13]. The Kalman gain is given by

\[ K = - \left( R + CPC^T \right)^{-1} (B^TPA^T + S) \]

and \( P = E(x(k) - \hat{x}(k | k))(x(k) - \hat{x}(k | k))^T \) is the stabilizing solution to the discrete-time algebraic Riccati equation

\[ P = APA^T + Q \]
\[ - (APB + ST)(R + CPC^T)^{-1} (B^TPA^T + S) \]

A FEW NUMERICAL REMARKS: It is customary to define \( L_\pm \) to be lower triangular (Cholesky factorization), although \( L_\pm \) could be defined upper triangular ("anti-Cholesky" factorization), in which case \( \Gamma \) is near-Hankel and in fact will be Hankel for \( L = \infty \). The particular factorization does not affect the CCC’s, \( E(y_+(k)y_-^T(k)) \) might be marginally positive definite, resulting in problems in the Cholesky factorization; there is thus a need to monitor the condition number of \( E(y_+(k)y_-^T(k)) \).
3.2 Nonlinear state space models

Here, we allow the zero-mean process \( \{y(k) \in \mathbb{R} : k = \ldots, -1, 0, +1, \ldots \} \) to be of infinite variance (for example, an \( \alpha \)-stable, \( H \)-self-similar process [1]). The nonlinear CCA [8],[9] is an attempt to reach the mutual information, in the nongaussian setup, as

\[
\sup_{f,g} (\Delta(f(y_-), g(y_+))) \leq I(y_-, y_+)
\]

where \( f, g : \mathbb{R}^d \to \mathbb{R}^d \) are measurable, bijective functions such that \( E(f) = E(g) = 0, E(f f^T) < \infty I, E(g g^T) < \infty I \). Equality is achieved iff \( f(y_-), g(y_+) \) can be made jointly Gaussian (Cramer-Wold theorem; see [8],[9]), in which case the joint past/future process is called \textit{diagonally equivalent to Gaussian}. Since the canonical correlation is unaffected by scaling of \( f, g \), it is convenient to choose \( E_f f^T = 1, E_g g^T = 1 \), where \( E_{\pm} \) denotes the mathematical expectation relative to the probability space \( (\Omega, \mathcal{A}_\pm, \mu_\pm) \) of future/past random variables. Here, instead of the approach taken in [8],[9], we propose a more computationally viable one based on the fact that the components of \( f(y_-), g(y_+) \) can be expressed as linear combinations of polynomials \( p_j(y_-), q_j(y_+); j = 1, 2, \ldots \) such that \( E_{\pm} p_j = E_g q_j = 0, E_{\pm} (p p^T) < \infty I, E_g (q q^T) < \infty I \), and forming bases of the Lebesgue spaces of zero-mean measurable functions such that \( E_{\pm} f_f^T f < \infty, E_f g^T g < \infty \), respectively. The problem clearly reduces to \( \sup_{\phi, \gamma} (\Delta(\phi y_-, \gamma y_+)) \). If \( L = \infty \), the expression between parentheses is in fact independent of \( \phi, \gamma \) provided they are bounded along with their inverses. This yields \( \Delta(p(y_-), q(y_+)) \) as the absolute upper bound that can be reached by this analysis. If \( L < \infty \), the above supremum is nontrivial and is easily accomplished via linear CCA of \( p(y_-), q(y_+) \), that is, via SVD of \( \Gamma(p(y_-), q(y_+)) \). Specifically, do the factorizations \( E(p(y_-) p(y_-)^T) = L_L L_L^T, E(q(y_+) q(y_+)^T) = L_L L_L^T \) along with the SVD

\[
\Gamma(p(y_-), q(y_+)) = \begin{pmatrix} U_1 & U_2 \end{pmatrix}^T \begin{pmatrix} \Sigma_1 & 0 \\ 0 & \Sigma_2 \end{pmatrix} \begin{pmatrix} V_1 \\ V_2 \end{pmatrix}
\]

for \( A = \Sigma_1 \). Clearly, the best choice of \( f, g \) is the one that maximizes \( \text{Trace} (\Gamma^T \Gamma (f(y_-), g(y_+))) \) and it is readily seen that this is achieved for the same distortion functions.

The canonical past/future, that is, orthonormal bases of the past/future such that \( E_{\Gamma} (y(k)) y(k)^T = \Sigma_1 \), are given by \( y(k) = U_L L_L^{-1} p(y(k)) \), \( y(k) = V_L L_L^{-1} q(y(k)) \). The state, that is, a convenient basis for the set of random variables \( E(y_+(k) | y_-(k)) \), is defined as

\[
x(k) = E(g(y_+(k)) | f(y_-(k))) = E(y(k) | y(k))
\]

If the past/future process is diagonally equivalent to Gaussian, we have \( x(k) = \Sigma_1 y(k) \). If not, the ACE algorithm would yield the correct nonlinear relation between \( x(k) \) and \( y(k) \) as \( \theta_i(x(k)) = \sum_j \phi_{ij}(y(k)) \). To obtain the state space equation, we have to do a regression of \( x(k+1) \) on \( x(k) \). If the past/future process is diagonally equivalent to Gaussian, this yields \( x(k+1) = \Sigma_1 U_L L_L^{-1} x(k) + w(k) \). However, in general, \( x(k), x(k+1) \) will fail to be jointly Gaussian and the regression is most easily accomplished by running the Alternating Conditional Expectation (ACE) algorithm [14], which produces a relationship of the form

\[
\theta_i(x_i(k+1)) = \sum_j \phi_{ij}(x_j(k)) + w(k), \quad \|\theta_i\|_{L_2} = 1
\]

For the output equation, we again use the ACE algorithm, which yields

\[
\theta_g(y(k+1)) = \sum_j \phi_{gj}(y_j(k)) + v(k), \quad \|\theta_g\|_{L_2} = 1
\]

Because of the \( \theta \) function emanating from the ACE algorithm, we obtain a descriptor, generalized state space system. However, simulation results have shown that \( \theta \) is linear in a neighborhood of 0 and then saturates, so that the generalized nonlinear state space system does not exhibit much singularity.

**Numerical Remark:** Practically, \( p, q \) are chosen as simple monomials in the components of the past, future. It is important to scale the large power appearing in \( p(y_-), q(y_+) \), for otherwise the high power terms become dominant over the low power terms. In such a nonparametric procedure as ACE, the distortion functions \( \theta, \phi \) need to be interpolated from clusters of data points, with inevitable inaccuracies. Thus, contrary to the linear case where \( A^k \) is fairly reliable, it is not quite so in the nonlinear case, where the \( k \)-fold composition of the \( \phi \)'s yields inaccurate \( k \)-step predictions beyond \( k = 5 \).
3.3 Nonlinear auto-regressive models

Here, we develop a simplified approach that relies on
\[ \sup_f (\Delta(f(y_-), y_+)) \]

The primary motivation is that this method leads to simple nonlinear Auto-Regressive (AR) models. The simplified nonlinear CCA procedure goes as follows:
As before, let \( f = \phi p \). Define \( E\left( p(y_-) p(y_-)^T \right) = L_\phi L_\phi^T \), \( E(y_+ y_+^T) = L_{uu} L_{uu}^T \) along with the SVD \( \Gamma(p(y_-), y_+) = U^T \Sigma V \). There are \( L \) canonical correlation coefficients and to allow for comparison with the previous case, we take all of them into consideration. Under these circumstances, the supremum is trivial, that is, the supremum is achieved for all \( f \)'s; however, it is convenient to choose the optimal distortion as \( \phi = U_1 L_{uu}^{-1} \). The canonical past and future are defined as \( p(y_-) = U L_{uu}^{-1} p(y_-) \), \( \bar{y}_+ = V L_{uu}^{-1} y_+ \).

Now, we do the linear regression of \( y_+ \) on \( p(y_-) \). It is easily seen that
\[ \min_A E \| y_+ - A p(y_-) \|_2^2 \]
\[ = L - \text{Trace} \left( \Gamma^T (p(y_-), y_+) \Gamma(p(y_-), y_+) \right) \]

for \( A = L_{ll} \Gamma^T L_{uu}^{-1} \) (in canonical coordinates \( \bar{\mathbf{y}} = \Sigma \)). Observe that \( E(y_+ | p(y_-)) \neq L_{ll} \Gamma^T L_{uu}^{-1} p(y_-) \) (in canonical coordinates \( E(\bar{y}_+ | \bar{p}(y_-)) \neq \Sigma \bar{p}(y_-) \)) unless the processes \( y_+, p(y_-) \) (\( \bar{y}_+, p(y_-) \)) are jointly Gaussian, which is unlikely to occur without nonlinear processing of the past. Define \( \bar{y}_+ = L_{ll} \Gamma^T L_{uu}^{-1} p(y_-) \) (in canonical coordinates \( \bar{\bar{y}}_+ = \Sigma \bar{p}(y_-) \)). With this notation, we get a model of the form \( \bar{y}_+(k) = L_{ll} \Gamma^T L_{uu}^{-1} p(y_-(k)) \). Taking the first row of the above yields the AR model.

4 Results and Interpretation

Figures 3 and 4 show that, in the case of the dumbbell topology, an attack can easily be detected by observing the link utilization. However, in the case of the parking-lot topology, Figures 7 and 8 show no significant difference between the attack and nonattack link utilization, calling for more sophisticated techniques to detect the attack.

The mutual information plots for the dumbbell topology are shown in Fig. 5 and Fig. 6, while those of the parking lot topology are shown in Fig. 9 and Fig. 10. The first observation is that the nonlinear CCC’s are consistently higher than the linear CCC’s, as expected, confirming the existence of nonlinearities in the signals. Also fairly consistent is the increase of the mutual information with both the sampling period and the lag. The increase of the mutual information with the sampling period can be justified as follows: As the sampling period increases, the signal is more integrated and hence smoothed over and hence looks more deterministic. As the lag increases, more random variables in both the past and the future are included, resulting in increased mutual information. However, the change in mutual information resulting from an attack can go either way: In the dumbbell topology, the mutual information increases under attack while in the parking lot topology, it decreases. The explanation for the increase under attack is as follows: CBR traffic is a deterministic signal, and if CBR occupies most of the link utilization, the sequence is more predictable and hence the information increases. For the parking lot topology, CBR occupies a small part of the link utilization, under attack, the signal is more mixed and hence less predictable, resulting in a decrease of mutual information. (A similar fact—that the Kolmogorov complexity could go both ways under attack—has also been observed in [15].)

The prediction error plots for the parking lot topology are shown in Fig. 11,12 and 13. The main conclusion is that the normal/attack gap increases as we go from simple linear prediction, to nonlinear AR prediction, and eventually to nonlinear statespace prediction.

5 Concluding Remarks

These early investigations have demonstrated that some specific flooding attack scenarios, while not visible to the naked eye, create dynamical shift substantial enough for the mutual information to be affected and for the corrupted data to depart from the prediction of the baseline models. It appears that the most reliable way to detect the attack is by analysis of the link utilization along a bottleneck link. Other attacks, like SYN, which disrupts the normal sequencing of control and data packets, require a distinction between control and data packets, and will be reported elsewhere. Here the signal was treated as stationary although the autocorrelation test shows that the incremental signal is more stationary although modeling the incremental signal, did not appear to improve results.
Figure 4: Link utilization time-series for attack data at sampling period 0.01 sec. for dumbbell topology.

Figure 5: Mutual information versus sampling period for dumbbell topology. Note that the mutual information for the NLCCA is higher than that of the LCCA, indicating presence of nonlinearity in the signal.

Figure 6: Mutual information versus lag for the dumbbell topology.

Figure 7: Link utilization time-series for non-attack data at sampling period 0.01 sec. for parking lot topology.

Figure 8: Link utilization time-series for attack data at sampling period 0.01 sec. for parking lot topology.

Figure 9: Mutual information versus sampling period for parking lot topology. Clearly, there is a substantial increase in mutual information in the NLCCA case as compared with the LCCA case.

Figure 10: Mutual information versus lag for parking lot topology. Note that the difference between the mutual informations of the non-attack and attack cases is higher in the NLCCA case than in the LCCA case.

Figure 11: The normalized mean square linear state space prediction error under normal and attack conditions. Observe that the normal/attack gap is small.
Figure 12: The normalized mean square nonlinear AR prediction error in the normal and attack cases versus the number of steps ahead. Observe the degradation of the prediction under attack for a large number of steps ahead.

Figure 13: The normalized mean square nonlinear state space prediction error in the normal and attack cases versus the number of steps ahead. Observe the substantial increase in the normal/attack gap compared to the linear case. Note, however, that the plot is valid only for a small number of steps ahead because of the numerical unreliability of compounding nonlinear functions.
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