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Abstract— Signal to interference plus noise ratio, SINR, is
one of the main factors that affects the quality of wireless
communication. While the impact of white Gaussian noise on
a wireless channel is well understood, impact of interference
remains one of the less explored areas. With the deployment
of dense mesh networks, the interference will be a dominant
factor that affects the transmission errors. This paper explores
the performance of 802.11b/g when subject to interference. The
findings are based on various controlled experiments in the
laboratory setting. One finding of this work is that in contrast
to communication over links where the noise is Gaussian, in
802.11b/g, the probability of successfully transmitting a packet
is dominated by the ability of the receiver to synchronize with
the carrier. As a result, changing to a lower bit-rate with same
synchronization scheme will not make the transmission more
resilient to interference. The significance of this result on bit-
rate selection is briefly explored.

I. INTRODUCTION

One of the key advantages of mesh networks over cellular-
based networks is that mesh nodes are relatively inexpensive.
Hence, it is economically feasible to spread mesh nodes at a
high enough density to provide high data rates to a dense
user population. Specifically, the high node density results
is a short distance between receivers and transmitters, and
hence high SNR channels and high bit-rates are possible.
However, an important issue of high density networks is that
transmissions are significantly impacted by interference. Thus,
in low density networks, transmission errors are due to low
SNR, while in high density networks, transmission errors are
due to low SIR. The first scenario is referred to as the noise
limited regime and the second scenario is referred to as the
interference limited regime. The behavior of 802.11 is well
understood when transmissions are noise limited. However,
performance in the interference limited case is considerably
less well understood. This paper explores 802.11b/g in the
interference limited regime.

The findings presented here are the result of a large number
of laboratory experiments. Thus, the channels between trans-
mitters and receivers were controlled and all transmissions
from external sources were eliminated with EMF shielding.
The experiments lead to two key findings. First, in the interfer-
ence limited regime, the behavior of 802.11b/g is dominated
by the ability of the receiver to synchronize to the sender’s
carrier. Recall that transmissions begin with the broadcast
of a synchronizing preamble followed by the data. Thus, in
order to decode the data, the receiver must first successfully
synchronize. The experiments discussed here show that for
a large number 802.11b/g bit-rates, transmission errors are

mostly caused by synchronization errors. In 802.11b, there
are two similarly performing synchronization schemes, and
802.11g provides a third scheme. Thus, while 802.11b/g pro-
vides a large number of bit-rates, it essentially only provides
two synchronization schemes. As a result, in the interference
regime, most of the 802.11g bit-rates have the same tolerance
to interference. Therefore, in contrast to the noise limited
regime, in the interference limited regime decreasing the data
rate provides no added ability to decode frames. Furthermore,
since lowering the data rate increases the duration of the
transmission, it increases the possibility that a collision will
occur. As a result, in many cases, lowering the data rate
decreases the performance. This has important implications
for selecting the bit-rate that minimizes the time until a
transmission is successful. This issue is further discussed in
Section IV.

A second finding of the experiments describe in this paper
is that if synchronization is successful, then the packet error
is independent of the packet size. This significantly differs
form the noise limited case where the probability of successful
transmission obeys (1− pBE)

Z , where pBE is the probability
of bit-error and Z is the frame size. Thus, in the noise limited
case, the probability of packet loss is exponential in Z.

The remainder of this paper proceeds as follows. In the next
section, the experiments and experimental set-up is described.
Section II-B presents some experimental results. Section III
discusses computation of transmission error probability from
the data collected. Section IV describes how the models
presented in Section III can be used to determine the bit-rate
that minimizes the expected time to successfully transmit a
frame. And finally, Section VI provides concluding remarks.

Due to lack of space, details of 802.11 and process of
decoding a frame are not included; see [1] and [2] for
information on these issues.

II. EXPERIMENT DESCRIPTION

A. Experimental Setup and Protocol
Figure 1 depicts the block diagram of the experimental

setup. The main aim of the setup is to precisely control
the channel between transmitters and receivers and eliminate
external interference.

The setup consists of two access points, three laptops,
and a controller computer. The access points used were
Cisco 1240 a/b/g [3] with Broadcom chip-sets. Prior work
has shown that unlike some PCMCIA-based transmitters, the
Cisco 1240 provides good transmit power stability. The sender
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Fig. 1. The figure shows the block diagram of the experimental setup for
all sets of measurements collected for analysis. The dotted lines indicate the
RF cables used and the solid line indicate the ethernet cable connections used
for controlling the experiment.

and interferer controllers were used to adjust transmission
bit-rate of the corresponding APs, transmit packets to the
AP via the Ethernet (the AP then broadcasted these packets
via the wireless transmitter), and to receive frame via the
wireless transmitter (which was used for reference purposes).
The receiver laptop was used to log all received frames. A
modified MadWifi [4] driver was used to collect all frames
received, including those received with bit-errors. The sender
and interferer controllers and the receiver were equipped with
Proxim Orinoco b/g Gold Cards with Atheros AR5212 chip-
set [5], [6].

In order to conduct the experiments in a controlled and re-
peatable fashion, the receiver, the transmitter, and the interferer
where isolated from each other. The isolation is achieved by
using shielded wires to carry the "wireless" signals and by
using attenuators between them. In order to prevent the RF
leakage from the devices, all of the access points, laptops,
splitters and connectors are wrapped with an RF resistant
cloth. It was found that a single layer of the RF resistant
cloth provides at least 40dB of attenuation, which was found
to be sufficient to keep the weak RF leakage from affecting
the experiments. Furthermore, the wireless transmissions used
channel 1, while there were no nearby transmitters on channels
1-10.

Each attenuator was composed of calibrated Agilent 8495A
and 8494A attenuators, providing repeatability within 0.3dB.
These attenuators where used to control the received signal
strengths, hence, the AP’s transmit power was not used. In
all cases, the combined attenuation of attenuator A and B
exceeded 130 dB. This is critical since the signal transmitted
by the sender will partially reflect off of the receiver and be
transmitter to the interferer. Thus, a combined attenuation of
130 dB ensured that the interferer is unable to detect the sender
and vice versa. The level of attenuation and the inability to
communication between sender and interferer when C = −∞
dB was verified through experiments. Thus, the experimental
setup resulted in the hidden node topology.

The objective of the experiment was to determine the
probability of receiving a frame when the transmission is
subject to interference. Since transmitting frames at precise
times is difficult and error prone, frames were transmitted at

random times so that collision occurred at random. Specif-
ically, the sender transmitted packets at a fixed interval of
approximately 12.4 msec between transmissions, while the
interferer transmitted packets randomly with the time between
transmissions exponentially distributed with mean 31 msec.
The number of interferer transmissions was recorded, and
hence the total duration that the channel was occupied by
the interferer could be determined. With this duration and the
transmission duration, the probability that the frame experi-
enced interference can be determined. The details of this are
provided in Section III.

Finally, each trial consisted of the sender broadcasting
10,000 frames with RTS/CTS disabled. The frames where
broadcasted, and hence, there were no retransmission nor
ACKs. It was found that 10,000 frames resulted in a suit-
ably small confidence interval. (The analysis with confidence
intervals is not included in this paper due to lack of space.)

B. Experimental results
As discussed above, the performance in the interference

limited regime was investigated by transmitting packets so
that collisions occurred at random. Some of the results of
these experiments are shown in Figure 2. In this case, the
average time between the beginning of the interferer’s frames
was approximately 31 msec. The interferer frames were 576B
and sent at 1Mbps. The sender’s frames were 1464B.

At high SIR, transmission errors occur with low probability.
As expected, at low SIR, transmission errors occur regularly. It
is important to note that the x-axis Figure 2 is the SIR when a
collision occurs, but collisions do not always occur. Therefore,
the probability of observing transmission error at low SIR is
the probability of a collision occurring, i.e., the SIR is so low
that if a collision occurs, then there is always an error. Since
the SNR is high, when a collision does not occur, the frame
is decoded with a high probability.

For 11, 12, and 24 Mbps, there is a plateau between the
low SIR and the high SIR regions. Although not shown, this
plateau also occurs at 5.5, 6, 9, and 18 Mbps. In the case of 6,
9, 12, 18, and 24 Mbps, this plateau ends at around 12 dB. For
SIR above 12 dB, the observed probability of error is nearly
the same for these bit-rates. 5.5 and 11 behave similarly, but
the plateau ends at 7 dB. While not shown in Figure 2, 1 and
2 Mbps are similar to 11 Mbps in that they transition between
a non-zero probability of transmission error and (nearly) zero
probability of transmission error at 11 dB.

The reason that 6, 9, 12, 18, and 24 all have a plateau
that ends at the same SIR is that they all use the same
synchronization scheme and, apparently, this synchronization
performs poorly when subjected to interference with SIR
less than 12 dB. Similarly, 1, 2, 5.5, and 11 all use similar
synchronization schemes1 that perform poorly when the SIR is
less than 7 dB. Indeed, the height of the plateaus is the prob-
ability that the sender’s synchronization phase overlaps with
the interferer’s transmission (See the next section for details).
Thus, for 802.11g (802.11b), if the SIR during synchronization
is below 12 dB (7dB), then synchronization will fail nearly

1Our experiments have found no performance difference between 802.11b
long and short preamble.
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Fig. 2. Observed probability of loss during the experiments described
in Section II-B. Note that not every frame experiences a collision, and
hence, even at very low SIR, not all frames are lost. The fraction of frames
lost depends on the probability that a frame experiences interference, the
synchronization scheme used by the physical layer and the bit-rate used. For
example, the probability of observing a transmission error at low SIR is equal
to the probability of a collision occurring, i.e., every frame that experiences
a collision is lost.

every time. If the sender’s synchronization phase does not
overlap with the interferer’s transmission, then there still is a
possibility that the sender’s data transmission will overlap with
the interferer’s transmission. The probability of incorrectly
decoding the data part of the frame depends on the bit-rate.
Figure 2 indicates that for many bit-rates, the SIR that results
in errors in decoding the data part of the packet is considerably
smaller than the SIR required to synchronize. For example, at
12Mbps, few data errors occur if the SIR exceeds 5 dB, but
synchronization will always fail unless the SIR exceeds 12 dB.
In summary, the region where synchronization always fails and
data decoding always succeeds is exactly the plateau. Thus,
the plateaus end at similar points when the synchronization
schemes are the same. Since different modulation schemes
have different tolerance to interference, the plateaus begin
at different points. The height of each plateau depends on
the duration of the sender’s transmissions, which, of course,
depends on the bit-rate used. Note that in the case of 36Mbps
(and also 48Mbps and 54Mbps), synchronization is at least
as tolerant to interference as decoding data is. Thus, in these
cases, there is no plateau.

III. PROBABILITY OF TRANSMISSION ERROR IN THE
INTERFERENCE LIMITED REGIME

A. Analysis
When the received signal strength is sufficiently high, a

transmission error can only occur when the sender’s transmis-
sion overlaps with an interferer’s transmission. In this case,
there are three ways that the frame is lost. First, it is possible
that synchronization will fail; we refer to this type of loss as a
sync error. The event where synchronization fails is denoted
with SE. Second, a frame can be lost if there are bit-errors
that cannot be recovered from FEC (if FEC is used) . Since
these bit-errors are detected with CRC errors, the event that a
frame is lost due to a CRC error is denoted with CRCE. The
third way that packets are lost is that during the decoding of
the packet header and payload, synchronization lock is lost. A
loss of lock event is denoted with LL. Note that CRCE can
only occur if synchronization succeeded. Similarly, a lost of

lock can only occur if the initial lock occurs. Furthermore,
bit errors are irrelevant if there was a loss of lock. Thus,
the events, CRCE, SE and LL are mutually exclusive. The
objective of this section is to determine P (CRCE |SIR ) and
P (SE |SIR), where these probabilities denote the probability
of the event occurring when a collision occurs. Prior work has
found that when the SIR is low enough that P (LL |SIR ) > 0,
bit errors are common and hence P (CRCE |SIR) ≈ 1. Thus,
P (LL |SIR ) has no impact on the probability of frame error.
For this reason, P (LL |SIR ) is not investigated.

Since the focus is on the interference limited regime
and not on the noise limited regime, the received
signal strength is high. Thus, an error can occur only
when the sender is transmitting at the same time as
the interferer. Specifically, a SE can only occur if the
sender’s synchronization phase overlaps with the interferer’s
transmission. There are different types of overlap. Specifically,
the sender’s synchronization phase could completely or
partially overlap with the interferer’s transmission. In
the case of the experiments described in Section II, the
probability that the sender’s synchronization phase is
entirely overlapped by the interferer’s transmission is
(TSync,Interferer + TData,Interferer − TSync,Sender) /TInterfererInterval,
where TSync,Interferer is the duration of the interfere’s
synchronization, TData,Interferer is the duration that the
interferer’s transmits data, TInterfererInterval is the time between
interferer’s transmissions. A partial overlap occurs when
n synchronization symbols overlap with the interferer’s
transmissions. In the experiments described in Section II, the
probability that exactly n symbols of the synchronization
are overlapped with the interferer’s transmissions is
TSyncSymbol,Sender/TInterfererInterval, where TSyncSymbol,Sender
is the duration of a synchronization symbol. Thus, let
P (SE|SIR, n) be the probability of a sync error when
n of the synchronization symbols are overlapped with the
interferer’s transmission. Then, the probability of observing a
sync error in the experiments described in Section II is

P (observed SE |SIR) = P (SE|SIR,NSyncSym,Sender)

×TSync,Interferer + TData,Interferer − TSync,Sender

TInterfererInterval

+

NSyncSymbol,Sender−1X
n=1

P (SE|SIR, n) TSyncSymbol, Sender

TInterfererInterval
,

where P (observed SE |SIR) is the fraction of frames trans-
mitted in the experiment that resulted in synchronization error
and NSyncSymbol,Sender is the number of symbols in the sender’s
synchronization. Since the synchronization phase has a short
duration, the probability of a partial overlap is much smaller
than the probability of complete overlap. Thus,

P (observed SE |SIR ) (1)

≈ P (SE|SIR) TSync,Interferer + TData,Interferer − TSync,Sender

TInterfererInterval
,

where we drop the NSyncSymbol,Sender from
P (SE|SIR,NSyncSymbol,Sender) since a complete overlap
is the only type of collision that is significant.
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Fig. 3. Probability of synchronization failing as a function of SIR.

P (SE|SIR) was estimated for 11 Mbps with long and
short preamble and for 12 Mbps. For verification purposes,
P (SE|SIR) was estimated for several other bit-rates. Figure
3 shows P (SE|SIR) for various types of synchronization
types. It can be seen that 802.11b short preamble and long
preamble behave nearly the same. This is surprising since the
long preamble has 128 bits, while the short preamble has only
56. On the other hand, this behavior was also detected in the
noise limited case (an analysis of the noise limited case is not
included due to space limitations).

Next, the probability of bit-errors occurring is examined.
When the channel is noise limited, the probability of success-
fully transmitting a packet is given by (1− pBE)

Z , where
pBE is the probability of bit error and Z is the frame
size. However, the conclusion of extensive measurements
is that when the transmission is interference limited, the
probability of successfully transmitted a packet does not
obey (1− pBE)

Z . Rather, P (CRCE|SIR) is independent of
the frame length. On the other hand, if interference occurs
randomly, then a longer frame is more likely to experience
interference. Specifically, in the experiments described in
Section II, the probability that a frame experiences interference
is (ZSender/RSender) /TInterfererInterval, where ZSender is size of the
sender’s frame and RSender is the sender’s transmitted bit-rate.
Thus, if P (CRCE|SIR) is independent of frame size, then

P (Observed CRCE|SIR) = P (CRCE|SIR) ZSender/RSender

TInterfererInterval
,

(2)
which is linear in Z. Figure 5 shows P (Observed CRCE|SIR)
as a function of Z for several bit-rates and confirms
that P (Observed CRCE|SIR) is linear in Z and hence
P (CRCE|SIR) is independent of the frame length.

Figure 5 shows the P (CRCE |SIR ) for ZSender = 1464B
and several modulation schemes. For reference, Figure 5 also
show P (SE |SIR ).

B. Discussion
Perhaps the most significant implications of Figure 5 is that

when subject to interference, synchronization is considerably
less robust to interference than decoding data. If the SNR is
high and the short preamble is used, then 2, 5.5, and 11 Mbps
all use the same synchronization. Thus, when subjected to
interference, these modulation schemes will all have the same
probability of error. Similarly, when subject to interference, 6,
9, 12, 18, 24, and 36 Mbps will all have the same probability
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Fig. 4. Probability of CRC error observed during the experiments described
in Section II as a function of frame size. The left-hand size is for 2Mbps
while the right-hand size is for 11 and 12 Mbps, as indicated. Note that the
probability of CRC error occurring is linear in the frame size.

Bit rate (Mbps) SNR SIR
2 0 -5
11 5 4.75
12 5 4
24 7 8
36 12 13
48 15 18
54 16 19

TABLE I
SIR AND SNR REQUIRED FOR PROBABILITY OF ERROR OF 1/2.

of error. This behavior has implications for selecting a bit-rate.
This issue is examined in more detail in the next section.

It is often assumed that the relationship between bit error
and SNR is the same as the relationship between bit error
and SIR or SNIR. To test this assumption, a larger number
of experiments were performed to determine the noise limited
performance of 802.11b/g. Table I used the results of these
experiments to compare the SIR such that P (CRCE|SIR) =
0.5 to the SNR such that P (CRCE|SNR) = 0.5 under the
assumption that the noise factor is 7dB, and hence the total
noise (i.e., thermal noise plus the noise factor) is −93dB. Thus,
excluding 2Mbps, 48Mbps, and 54Mbps, the assumption that
relationship between SNR and bit-error is the same as the re-
lationship between SIR and bit-error appears to approximately
hold. Therefore, on the one hand, SIR can be treated as SNR
when considering decoding the data. On the other hand, since
synchronization is sensitive to interference, the performance
of 802.11 frame decoding significantly depends on whether
the noise is Gaussian or is interference. Thus, the relationship
between SNR and transmissions error is not the same as the
relationship between SIR and transmissions error.

The behavior at 2Mbps is intriguing and required a huge
number of experiments to verify. On the one hand, at high SIR
(e.g., 7dB), 2Mbps performed worst than 11Mbps. However,
at -5dB, 2Mbps significantly outperforms 11Mbps. The causes
of this behavior are currently under investigation.

IV. BIT-RATE SELECTION IN THE INTERFERENCE LIMITED
REGIME

The poor performance of 802.11b/g synchronization in the
interference limited regime has significant implications for
bit-rate selection. For example, if a channel has a SNR that
can support 36Mbps, then reducing the bit-rate to 6, 9, 12,
18, or 24 will not impact the ability to synchronize and not
increase robustness to interference. Furthermore, decreasing



-5 0 5 10 15 20
0

0.2

0.4

0.6

0.8

1

SIR (dB)

pr
ob

ab
ilit

y 
of

 e
rro

r

P(SE|SIR) (802.11b)
P(SE|SIR) (802.11g)
P(CRCE|SIR) at 2Mbps
P(CRCE|SIR) at 11Mbps
P(CRCE|SIR) at 12 Mbps
P(CRCE|SIR) at 24 Mbps
P(CRCE|SIR) at 36 Mbps
P(CRCE|SIR) at 48 Mbps
P(CRCE|SIR) at 54 Mbps
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the bit-rate increases the transmission time and hence increases
the possibility of experiencing interference. Hence, arguably,
the highest bit-rate that the channel can support should be
used regardless of the frequency of transmission errors. This
contradicts the common approach to ARF that reduces bit-rate
when packet losses are detected [7]. This section examines bit-
rate selection in more detail.

Since interference can result in transmission errors, the
behavior of the 802.11 backoff algorithm must be included.
Specifically, for transmission at bit-rate R of a frame of size
Z with probability of success p, the expected time to transmit
is

ETx (Z,R, p) (3)

= Tslot

⎛⎝ 6X
j=1

¡
2j+4 − 1

¢
2

(1− p)j +
1023

2

∞X
j=7

(1− p)j

⎞⎠
+

1

1− p
(DIFS + SIFS + TACK

+TSync + TPLCPHeader +
Z

R

¶
,

where TSlot is the duration of a time-slot, DIFS and SIFS
are the durations of the DCF and short interface frame spac-
ings, respectively, TSync is the time it takes to synchronize,
TPLCPHeader is the time to transmit the PCLP header, TACK
is the duration required to send an ACK or, in case that
the transmission failed, TACK + DIFS is the time that the
transmitter waits before beginning to decrement the backoff
timer. Here, it is assumed that the ACK is transmitted at
2Mbps, which is the default value used 802.11 APs such
as the Cisco 1240. The constants TSync and TPLCPHeader

depend on whether 802.11b or g is used and in the case of
802.11b, they depend on whether the long preamble or short
preamble is used. Here, it is assumed that the short preamble is
used with 802.11b and the 802.11g PLCP header is used with
802.11g bit-rates. In (3), it is assumed that the initial value of
the contention window is 31 (i.e., 25 − 1) and the maximum
value is 1023, i.e., CWmin = 31 and CWmax = 1023.

Under the assumption that RTS/CTS eliminates the majority
of interference, the time to transmit a frame when RTS/CTS
is used is

ETx (Z,R, 1) + 2× SIFS + TRTS + TCTS , (4)

where TRTS and TCTS are the times to transmit the RTS and
CTS, respectively. Again, in the results that follow, it is assume
that control packets are sent at 2Mbps.

When the transmission is interference limited, the probabil-
ity of successful transmission depends on how often a collision
occurs. Suppose that the interference is such that the fraction
of time that the channel is occupied is ρ and the duration of the
silent times between interferer transmissions is exponentially
distributed with mean λ. Thus, we have the following.

Proposition 1: The probability of a transmission failure is

P (frame error |SIR ) = (5)
(ρ+ (1− ρ) (1− exp (−λTSync)))P (SE |SIR ) (6)
+ (1− ρ) exp (−λTSync) (7)
× (1− exp (−λ (Z/R)))P (CRCE|SIR) (8)
+ (1− (1− ρ) exp (−λTSync)) (9)
× (1− P (SE |SIR ))P (CRCE|SIR) (10)

Proof: There are three ways in which a failure can occur.
First, there could be a sync error. A sync error can only occur
if the channel is busy during synchronization, which occurs
with probability (ρ+ (1− ρ) (1− exp (−λTSync))). To see
this, note that the channel is busy at the beginning of the
synchronization phase with probability ρ. If the channel is
not busy at the beginning of the synchronization phase (which
occurs with probability 1−ρ), then it will become busy during
synchronization with probability 1−exp (−λTSync). Thus, (6)
is the probability of synchronization failure.

The second way a transmission failure can occur is if the
channel is not busy during synchronization, but becomes busy
during the transmission of the data, and then a bit-errors occur.
The probability of this type of error occurring is given in (7-8).

The final way that a transmission error can occur is when
the channel is busy during synchronization, but the synchro-
nization succeeds. However, the bit-errors occur during data
transmission phase. The probability of this type of error is
given in (9-10).

With (3) and (5), the time required to transmit a frame
in the face of occasional interference can be determined.
Figure 6 shows the average time to transmit a 40B and 1400B
frame when the channel is purely interference limited and the
channel utilization is ρ = 0.3. As expected, the fastest bit-
rates are either 11Mbps, 36Mbps, 48Mbps, or 54Mbps. Which
of these rates is best depends on the packet size and SIR.
Note that 48Mbps is nearly the same as 54Mbps, hence, little
performance is lost if only 11Mnps, 36Mpbs and 54Mbps are
considered. We see that for small size frames, and SIR = 10
dB, 11 Mbps is the best. Furthermore, at this SIR, 11Mbps
is faster than 36 and 54Mbps by a factor of five, or 300µs.
Similarly, when the frame is 1400B and the SIR = 16 dB,
36 Mbps is the fastest and is faster than 54Mbps by a factor



0 10 20 30
SIR (dB)

2Mbps
11Mbps
12Mbps
24Mbps
36Mbps
48Mbps
54Mbps

0 10 20
SIR (dB)

11Mbps
12Mbps
24Mbps
36Mbps
48Mbps
54Mbps

0

500

1000

1500

2000

2500

tim
e 

to
 tr

an
sm

it 
a 

pk
t(

us
)

0

500

1000

1500

2000

2500

tim
e 

to
 tr

an
sm

it 
a 

pk
t(

us
)

tim
e 

to
 tr

an
sm

it 
a 

pk
t(

us
)

200

400

600

800
tim

e 
to

 tr
an

sm
it 

a 
pk

t(
us

)

200

400

600

800

200

400

600

800

Fig. 6. Average time require to complete a transmission of a frame when
ρ = 0.3 and λ = 1/10 m sec−1 and when the frame is 40B (left-hand side)
and 1400B (right-hand side).
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Fig. 7. Optimal Rate Regions. For a given combination of channel utilization,
ρ, frame size, and SIR, there exists a particular bit-rate that results in the
smallest delay. The above shows the optimal bit-rate in each region of the
packet size/SIR plane. The region where a particular bit-rate is optimal is
marked with a particular color. In these plots, λ = 1/10 m sec−1 .

of 2 or 400µs.
Figure 6 shows that in the interference limited case, the bit-

rate that results in the smallest expected time to successful
transmission depends on the frame size, the SIR, and the
channel utilization. Figure 7 shows the bit-rate for a wide
range or frame sizes, SIRs, and channel utilizations. Figure
7 also shows where RTS/CTS leads to the smallest expected
transmission time. In 802.11, frames larger than RTSThreshold
use RTS/CTS. However, the optimal value the RTSThreshold
is unknown. Figure 7 shows that the optimal value of RT-
SThreshold depends on the channel utilization (at ρ ≤ 0.5,
RTSThreshold>1500B; ρ = 0.2, RTSThreshold=500B and
at ρ = 0.3, RTSThreshold=0). It is possible to compute
the optimal value of RTSThreshold as a function of channel
utilization. It is also possible to explore the optimal bit-rate and
RTSThreshold when the channel is slightly SNR limited. For
example, if the channel can only support bit-rates of 24Mbps
or less. Due to lack of space, these issues are reserved for an
extended version of this paper.

V. RELATED WORK

There has been considerable effort focused on understand-
ing the behavior of 802.11. In [1], measurements are used
to explore the types of transmission errors at various bit-
rates. Furthermore, [1] provides a useful explanation of many
subtleties of transmission and decoding in 802.11. However,
[1] does not examine the interference limited regime. In

[8], the 802.11b nodes were examined in a rooftop network
setting where it was found that packet error was not closely
correlated with SNR. One possible explanation of this behavior
is that the channel suffered from delay spread. However, the
transmissions could have also suffered from interference. One
important drawback of the work presented in this paper is
that the combined impacts of delay spread and interference
was not studied. Further investigation in this issue is required.
In [9], a PHY receiver model for decoding frames in the
presence of interference was developed from measurement.
While the developed model had some predictive power, it did
not include the impact of synchronization, but rather relied on
the replacing SNR with SNIR in the relationship between SNR
and bit-error (See Section III-B above). In [10], capture was
studied and a simple model for capture was developed from
measurements. Contrary to findings presented here, [10] found
that synchronization and decoding could as long as SIR > 0
dB.

VI. CONCLUSIONS

This paper explored the behavior of 802.11b/g in the inter-
ference limited regime through a large number of laboratory
experiments. Two observations were made. First, in the sce-
narios considered, synchronization error plays a critical role in
the performance. As a result, in many cases, lowering bit-rate
will not improve tolerance to interference. The implications
that this observation has on bit-rate selection was investigated.
A second observation is that during a collision, the probability
of a bit error is independent of the frame size. This differs from
the noise limited case where the probability of bit-error grows
exponentially with the frame size.

This paper only provides an overview of some aspects of the
performance of 802.11b/g in the interference limited regime. A
more thorough examination will appear in a extended version
of this paper.
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