I. Introduction

In 1993, the publication of Sally Floyd’s and Van Jacobson’s seminal paper "Random Early Detection Gateways for Congestion Avoidance" [1] marked a new direction in networking research and perhaps the most investigated example of cross-layer optimization. While this paper inspired an immense amount of work, after ten years of work, countless papers, and thousands of hours of simulation time, there is no clear consensus whether the ideas or approach discussed by Floyd and Jacobson or any other related approaches bring any benefit to a typical computer network. Lack of consensus is perhaps an understatement. The IETF (the group which sets the standards for the Internet) recommended that these approaches should be implemented by network operators [2] and most commercial routers have the capability to implement them as well. However, there is an abundance of convincing papers that illustrate that the approaches set forward by Floyd and Jacobson as well as other related papers will have an effect that falls somewhere between no effect at all and a major degradation in performance [3] - [8].

The problem addressed by Floyd and Jacobson stems from a conceptual problem with how two basics subsystems, TCP and router queues, interact. TCP is the prominent mechanism for
controlling the data sending rates in the Internet; it controls at least 85% of all traffic on the Internet [9]. The goal of TCP’s congestion control is to utilize all available bandwidth in a fair and efficient way. Congestion control is a difficult problem because TCP runs only at the end-hosts and there is little communication from the network to end hosts. Hence, the end-hosts are left to infer the available bandwidth with limited information. While TCP does not meet its goals in all circumstances, it achieves a balance. And perhaps most importantly, TCP is conservative so as to not lead to congestion collapse when the number of users increases [10]. Rather, the performance will slowly degrade as the number of users increases. TCP achieves its goals by employing window based flow control; the number of outstanding data packets (i.e., those that have been transmitted but not yet acknowledged) must be less than a quantity known as the congestion window. The value of the congestion window is adjusted with an additive increase multiplicative decrease algorithm [11]. Specifically, the window is adjusted by slowly (linearly in time) increasing it until a packet loss occurs. Upon detecting the loss, the window size is divided by two. Since the window size is closely related to the sending rate, we see that TCP uses packet loss and lack of packet loss to adjust its sending rate.

While packet loss may be due to random transmission errors, in today’s wired networks, most lost packets are due to queue overflow in routers as follows. At the routers (sometimes called switches), packets arrive on many input interfaces and are forwarded to output interfaces. If a packet destined for a particular outgoing interface arrives when the outgoing link is busy, this packet is placed in a first-in-first-out (FIFO) queue. In the event that packets arrive faster than the outgoing link speed, the FIFO queue will become increasingly occupied. Eventually, packets will no longer be able to be accommodated and packets will have to be dropped.

While TCP has served its purpose exceptionally well and is partly responsible for the communication explosion of the last decade, there is a fundamental conceptual flaw. Routers have queues.
to enable statistical multiplexing. Suppose that two flows share a link at some point between their respective sources and destinations. Since statistical multiplexing is employed, these flows do not have to synchronize the times at which they transmit packets. Instead, if two packets arrive at a router at the same time, one is transmitted while the other is placed in queue. Similarly, if many flows share a single link, a burst of packets may arrive at an output interface in a short amount of time and queue may become quite full. Thus, in order to take advantage of statistical multiplexing, a queue is needed. Indeed, from elementary queueing theory, it is clear that a far larger throughput can be achieved by including a queue. However, TCP congestion control uses the queue in a different way than the queue was intended to be used for. TCP tries to fill the queue. When the queue is filled, TCP will learn, by way of a packet loss, that the sending rate should be decreased. Plainly said, the queue is for random bursts, but TCP fills it to determine bandwidth [12].

The goal of Floyd and Jacobson’s paper and the papers that followed was to correct this apparent conflict through active queue management or AQM. The idea is this. TCP’s goal is to determine when the available bandwidth is fully utilized. In AQM, when the router determines that the bandwidth is fully utilized, packets are dropped probabilistically even when the queue is not full so as to alert TCP and thereby keeping TCP flows in check. In this way, there is a separation between the queue occupancy and the determination of whether the bandwidth is fully utilized.

In this way, we see that the router is taking an active role in managing TCP flows. The specific approach to AQM developed by Floyd and Jacobson is known as random early detection or RED, as it tries to detect that all available bandwidth is utilized earlier than when the queue becomes full. Since the router resides in the network layer and TCP is in the transport layer, it is clear that AQM is cross-layer optimization.

Since a comprehensive solution to AQM has remained an open problem for over ten years, it seems appropriate to embark on novel approaches, put AQM on a firmer theoretical ground and to
II. AN OVERVIEW OF AQM AND THE BASICS

A key feature of TCP is that it decreases the sending rate when it experiences packet losses. AQM tries to take advantage of this feature by dropping packets to control the packet arrival rates. Figure 1 situates AQM in the network. The question mark denotes AQM principle task, decide to drop a packet or not.

Most AQM schemes observe packet arrivals while some schemes use packet arrival rate. There are other schemes that also use flow ID. Flow ID is information that is contained in the packet that is sufficient to identify the flow. By flow we mean a single logical connection between two end-hosts. When considering TCP connections, a flow ID consists of the IP address of the source
and destination, the port number of the source and destinations, and the protocol type. While it is certainly legitimate to use this flow information, one should be careful not to put full confidence in its correctness. For example, an attacker may put incorrect values in the IP header so that each attack packet has a different flow ID.

A state feedback approach to AQM suggests that the AQM should include a state estimator along with a controller. However, such an estimator would need to keep track of each active flow. In the case of backbone routers, there are a huge number of active flows. Furthermore, packets and new flows arrive at a very high rate, making estimation of state of each flow computationally intensive. On the other hand, for a small gateway between a moderately sized network and the Internet, such estimation could be possible. Today, few AQM schemes take such an approach (exceptions include [13] and [14]).

Given the observations, AQM decides whether a packet is dropped or not. There are two ways that AQM decides to drop a packet. AQM may directly select which packet is to be dropped as in the case of adaptive virtual queue (AVQ) [15], stabilized RED (SRED) [16] and CHOse to Keep (CHOKe) [17]. Or, as in the case of RED [1], adaptive RED (ARED) [18], Random Exponential Marking (REM) [19], proportional integrator controller (PI) [20], and BLUE\(^1\) [21], the AQM determines a drop probability and packets are dropped at random according to this probability.

\(^1\)This BLUE should not be confused with the best linear unbiased estimator. In fact, BLUE is not an acronym, rather it is an alternative to RED.
Transport Control Protocol (TCP)

The main function of TCP is to provide a means to reliably transfer data over a non-reliable network. From the perspective of AQM, only the way in which TCP varies the packet sending rate is important. A brief and simplified discussion TCP is suitable for our purposes (see [22] for more information on TCP). In most implementations of TCP (e.g., TCP-SACK, TCP-NewReno, etc.), the source maintains a variable, the congestion window \((cwnd)\), that is the maximum allowable number of unacknowledged packets. For every packet received, the destination replies with an acknowledgement. Since it takes one round-trip time \((RTT)\) after a packet is sent for an acknowledgement to be received, TCP will permit a sending rate of \(cwnd/RTT\) packets/sec.

A TCP source takes one of two states, congestion avoidance or slow-start. When a TCP flow begins, it enters the slow-start state. In slow-start, the congestion window is incremented by one every time an acknowledgement is received. This amounts to the congestion window doubling every \(RTT\). TCP remains in the slow start state until the first packet drop is detected. Upon detecting a drop, the congestion window is divided by two and the congestion avoidance state is entered. In the congestion avoidance state, \(cwnd\) is incremented by one every time a congestion window’s worth of acknowledgements are received, which occurs exactly once per \(RTT\). When a packet drop is detected (by lack of acknowledgement), the congestion window is divided by two.

![The Variation of TCP’s Congestion Window.](image)

There has been extensive work toward modeling TCP’s data rate. The typical assumption is that packets are dropped at random. While the validity of this assumption depends on the AQM, it is
often a good approximation even when a deterministic AQM is used\(^2\). Letting \(\bar{p}\) denote the average drop probability. It has been found that for small \(\bar{p}\), the average throughput (i.e., the number of packets sent per second) of TCP while in congestion avoidance is

\[
T = \frac{C}{RTT\sqrt{\bar{p}}},
\]

where \(C\) is some constant, typically \(C = \sqrt{3}/2\), and nearly always between 1 and 1.4 \([23]\). If the drop probability is time-varying, then TCP’s mean transmission rate is also time-varying. A reasonable approximation of the dynamics of TCP’s mean sending rate during congestion avoidance is

\[
\frac{d}{dt}T(t) = \frac{1}{RTT^2} - \beta T(t)^2 p(t),
\]

where \(\beta\) is a constant, typically, \(\beta = 1/C^2\) where \(C\) is the constant in (1) \([24]\).

Note that not all traffic is TCP traffic. For example, a non-negligible amount of traffic follows the UDP protocol. UDP does not have any congestion control. Thus its sending rate is controlled by the application.

As an alternative to dropping packets, it has been proposed that AQM would simply mark packets rather than drop them. When a TCP destination gets a marked packet, it returns an ACK with a flag set notifying the source that a packet has been marked. Upon receiving such a packet, the source acts as though a packet has been dropped. However, at this time, not all hosts support this feature. Regardless, we use the terms mark and drop interchangeably.

### III. Objectives of AQM

Before discussing RED and other AQM schemes, the objectives of AQM must be understood. While the original objectives have been articulated by Floyd and Jacobson, they were not quantified. Since a router is only one component of a large interconnected system, it is not possible to have

\[^2\]The approximation is not true when the flows become synchronized.
a myopic view on a single objective function. Rather, there are many secondary objectives that must also be met, some of which are difficult to quantify. The Internet is heterogeneous; different networks, users, and applications have different requirements. Furthermore, these requirements change as new technology and new applications are introduced. For these reasons, listing the objectives of AQM is a difficult and perhaps controversial task.

In the original paper of Floyd and Jacobson, the primary objective was to keep the average queueing delay low while maximizing the throughput. If the queue never empties, then the outgoing link is always busy, hence the highest possible throughput is achieved. While a large average queue occupancy reduces the possibility of the queue emptying and the link going idle, it also increases the time it takes for packets to pass through the queue. Hence, Floyd and Jacobson desired a balance where the average queue occupancy is as small as possible without causing a significant decrease in throughput.

The time to transfer a small file is dominated $RTT$ and not the bandwidth. Thus, controlling the average queue occupancy also controls the average time to transfer a small file. On the other hand, some applications have strict delay requirements. For example, voice-over-IP requires an end-to-end delay of less than 250ms; an amount that is easily surpassed when a large queue is full. A simple version of a voice-over-IP delay criterion might impose a maximum delay. However, considering that a few late packets interspaced with enough on-time packets does not significantly detract from quality [25], a reasonable, yet complex, delay criterion might consider how often the delay is greater than 250ms as well as the sojourn times. A better understanding how network performance affects the quality of voice-over-IP would be useful in designing AQM.

Let $q(t)$ be the number of packets in the queue including the packet that is currently being transmitted. Since maximizing the throughput is the same as minimizing the time that the queue
is empty, the primary goals of AQM are

$$\min \frac{1}{T} \int_{0}^{T} 1_{\{q(t) = 0\}} \, dt$$

subject to: $$G_T(q) \leq \bar{Q},$$

where if the average queue occupancy is constrained, then $$G_T(q) = \frac{1}{T} \int_{0}^{T} q(t) \, dt$$, if the maximum queue occupancy is constrained $$G_T(q) = \max_{t \in [0,T]} q(t)$$, and if the probability of large delay is constrained, then $$G_T(q) = \frac{1}{T} \int_{0}^{T} 1_{\{q(t) > \bar{q}\}} \, dt$$. In all cases, the time horizon $$T$$ could be infinite.

While solving the above problems is quite challenging, AQM must meet other objectives as well. Some of these objectives are quite subtle, but still critical. One such objective is "no bias to bursty traffic." To understand the origins of this objective, we must understand some details of TCP. TCP does not send packets at a constant rate, rather it sends packets in bursts with the time between bursts equal to one RTT. The number of packets sent in a burst is equal to the congestion window, while the average bit-rate rate of the flow is the window size divided by RTT. Thus, for a fixed bit-rate, the larger the RTT, the larger the burst. If an AQM scheme tends to drop packets that arrive in bursts, then it will tend to drop packets belonging to flows with larger RTT. This would allow flows with shorter RTT to dominate the link bandwidth. Hence, bias to bursty flows is actually an issue of fairness. In order to evaluate RED, Ziegler [26] proposed the following measure of fairness

$$\frac{\left( \frac{1}{N} \sum \hat{d}_i \right)^2}{\frac{1}{N} \sum \hat{d}_i^2},$$

where $$\hat{d}_i$$ is the empirical drop probability experienced by the $$i$$th flow.

Another reason cited to use AQM, especially RED, is that it reduces the possibility of global synchronization. In simulations, it is not uncommon for flows to synchronize. For example, two flows can compete for bandwidth, but one flow has a different propagation delay than the other. The expression given by (1) shows that flows with larger RTT will receive less bandwidth. A bias to bursty traffic will exasperate this.
flow. While such differences in propagation delay usually have some effect on the bandwidth each flow receives, in some situations, the propagation delays are related in such a way that one flow will experience far more drops than the others. As a result, one flow will receive a very small portion of the bandwidth. Changing some of the link propagation delays often breaks the synchronization. Another effective way to stop synchronization is to not drop packets deterministically. Because synchronization is so frequent in simulation, some sort of randomization is often a necessity. However, since the Internet is very large and users follow random behavior, it is not clear how prevalent synchronization is in real networks ([16] and [27] indicate that synchronization is rare, while [28] shows that it does occur). As long as an AQM scheme drops packets randomly, no special design consideration is required to avoid synchronization.

In the original Floyd and Jacobson paper, it was mentioned that RED could control the queue size even when flows do not use TCP congestion control. More recently, in [29], one of the principle objectives of RED was stated to drop packets of flows that are "non-conformant." Here non-conformant flows are those that send data faster than TCP would dictate. There is considerable concern that if users utilize congestion control schemes that send data faster than TCP, the TCP flows would suffer reduction in throughput. It is feared that if such schemes became wide spread, the network may become unstable and experience congestion collapse where congest is so severe that little data is successfully transmitted. Similarly, a malicious attacker could send packets at a high rate effectively starving the TCP flows of bandwidth. In this way, attackers could attack links and impact on the utility of the network.

There has been extensive work investigating the stability of different AQM algorithms. Since all quantities are bounded, control theoretic concepts such as bounded input implies bounded output are not applicable. Instead, investigators examine the local stability around specific operating points. However, if the queue occupancy oscillates (with either fixed period or chaotically) but
never empties and never exceeds the specified limit, then these oscillations might be harmless [18]. On the other hand, an AQM that oscillates may lead to unforeseen problems for other protocols that rely on AQM.

Another critical objective of an AQM scheme is simplicity. There are many reasons why any scheme must be simple. First, networks are already complicated and critical to today’s economy. Adding another complexity may introduce unexpected behavior that could impact the performance of the Internet and have economic consequence. Thus, simpler and easier to understand solutions are desired. Second, there is a desire to keep networks simple so that managing them is not overly complicated and does not require a large amount of training. Third, complicated protocols have a tendency to be incorrectly implemented. Thus, while the original algorithm may result in a proper functioning network, an incorrectly implemented system may have unforeseen and serious consequences.

There are different forms of simplicity. For example, an algorithm can be simple in the methods used (e.g., simple linear filters), or it may be simple to use. Ideally, the AQM would be simply in both ways. One often stated drawback of RED and other AQM schemes is that it is not simple to use since there are a large number of parameters that must be set. While there has been extensive work on adjusting parameters, there seems to be no consensus on what they should be [6], [8], [30], [31].

Along with simplicity, AQM schemes must be robust; they must work fairly well in all settings. Robustness is far more important than efficiency. Indeed, in [18] Floyd et al. state that the methods presented are not claimed to be optimal or even close to optimal, but they seem to work well in a wide range of scenarios. Thus, while evaluating AQM by way of objective functions is appealing, it may lead to algorithms that have less quantifiable drawbacks such as complexity or lack of robustness (or even lack of trust by network operators).
Network Traffic

Network traffic and its fluctuations greatly impact the performance of AQM. In [32], network measurements indicated that Ethernet traffic displayed self-similarity. In [33], it was shown that such behavior could be generated by the aggregate of on-off processes where the on and off times have a heavy-tailed distribution. In [34], it is argued that results from network measurements show that the file sizes available for download on the Internet (and hence file transfer times) have a heavy-tailed distribution;

This model of Pareto distributed on and off times has become a standard model for modeling Internet traffic. Since the exponent in these distributions is less than 2 and greater than 1, the mean exists, but the variance does not. In terms of network flows, this implies that while most files transferred are quite small, some transfers are very long. In [35], it was found that the exponent is around 1.39. This distribution implies that roughly 1 in 5000 files are larger than 1MB. However, roughly 8% of the packets are contained in flows with size larger than 1MB. Due to this distribution, it is assumed that there are two types of file transfers, short-lived flows (often called mice) and long-lived flows (often called elephants). While the accepted paradigm is that there are two types of flows (mice and elephants), one must remember that there are medium sized files as well. The degree that intermediate sized file transfers behave as mice or elephants depends on the RTT, the packet drop probability, and TCP parameters such as the initial value of SSThres and the receiver window size (see [22] for details on these parameters).

While many researchers have assumed that the file size follows the Pareto distribution, there has been some investigations that indicate that non-heavy tailed distributions such lognormal are more accurate [36]. Furthermore, while web traffic mostly consists of small file transfers, file sharing consist of large files transfers, and online gaming uses extremely short file transfers. As the popularity of these applications waxes and wanes and as new applications are introduced, the distribution of the size of files transferred varies. Thus, the AQM should perform well for any file size distribution.
IV. Existing AQM Algorithms

There are many approaches to AQM. Here we briefly review a few approaches and then illustrate their performance through several simulations.

A. AQM algorithms

This section is not meant to be a comprehensive review of AQM algorithms. The reader is urged to see the referenced papers for more details.

The first AQM strategy is the simplest, drop-tail queue. Here a finite sized FIFO queue is employed. If an arriving packet finds the queue full, this packet is discarded.

RED is the most investigated AQM. RED determines the packet drop probability based on a filtered version of the queue occupancy. Let $t_n$ denote the time when the $n^{th}$ packet exits the queue and let $\tau_k$ be the time when the $k^{th}$ packet arrives at the queue. Hence, at moments $\tau_k$, the occupancy of the queue increments by one unless the queue is already full, in which case it remains at $q_{\text{max}}$, the size of the queue. Between packet arrivals, several packets may have departed. Let $|\{n : t_n \in (\tau_k, \tau_{k+1}]\}|$ denote the number of packets that departed the queue between the arrival of the $k^{th}$ and $k+1^{th}$ packet. Thus, the queue occupancy just after the $k+1^{th}$ packet arrived is given by $q(\tau_{k+1}) = \min(q_{\text{max}}, q(\tau_k) + 1 - |\{n : t_n \in (\tau_k, \tau_{k+1}]\}|)$. A filtered version of the queue is

$$
\tilde{q}(\tau_{k+1}) = (1 - w_q) \tilde{q}(\tau_k) + w_q q(\tau_{k+1}) \text{ if } q(\tau_{k+1}) > 1 \\
\tilde{q}(\tau_{k+1}) = (1 - w_q)^{\tau_{k+1} - \max\{t_n : t_n < \tau_{k+1}\}} \text{ otherwise,}
$$

where $0 < w_q \leq 1$. RED drops incoming packets with probability $f(\tilde{q})$ shown in Figure 2. A popular variant of RED is gentle RED [37] uses a slightly modified version of $f$ and is also shown in Figure 2.

Adaptive RED’s (ARED) mapping from $\tilde{q}$ to packet drop probability is slightly more complex.
The left-hand figure shows the relationship between a filtered version of the queue occupancy and the marking probability. The solid line corresponds to RED while the dotted line corresponds to gentle RED. The right-hand figure shows the topology which was used for simulations.

The idea is to use the scheme above but adjust $\max_p$ (shown in Figure 2) dynamically. Roughly speaking, when $\bar{q}$ exceeds $\max_{th}$, then $\max_p$ grows by a factor of 1.25, and when $\bar{q}$ falls below $\min_{th}$, then $\max_p$ decreases by a factor of 0.9. This adjustment is typically performed every 0.5 seconds.

In [20], a standard proportional integrator controller was studied and found to work well. Specifically, the mapping from the queue occupancy is

$$P(s) = K \frac{s/z + 1}{s} Q(s),$$

where $P$ and $Q$ are the Laplace transform of the packet drop probability and queue occupancy respectively.

In [19], an approach known as REM (random exponential marking) was developed. A state variable $r$ is maintained via

$$r(k+1) = [r(k) + \gamma (\alpha (q(k) - q^*) + \lambda (k) - C \times T)]^+.$$

Here $q^*$ is the desired queue occupancy, $\lambda (k)$ is the arrival rate during the $k^{th}$ sample, $T$ is the sample period, and $C$ is the link capacity. The mapping from $r$ to the packet drop probability is $p(k) = 1 - \phi^{-r(k)}$.

Adaptive virtual queue (AVQ) [15] takes a rather different approach. AVQ seeks to keep the queue empty. To this end, a virtual link speed, $\tilde{C}$, is introduced. At all times, the virtual link
speed is no greater than the actual link speed. Specifically, the virtual link speed is determined by
\[ \frac{d}{dt} \tilde{C}(t) = \alpha (\gamma C - \lambda(t)), \]
where \( \gamma \) is the desired utilization with \( \gamma < 1 \), \( C \) is the actual link speed, and \( \lambda(t) \) is the packet arrival rate at time \( t \). Along with the virtual link speed, a virtual queue is maintained. As packets arrive, they are placed in the real queue and a token is placed in the virtual queue. The real packets leave the real queue according to the link speed, while the tokens leave the virtual queue at the virtual link speed. That is, a token is served only when all tokens that arrived before it have be served. The service time of a token is the size of the packet that the token represents divided by the virtual link speed. If a token finds the virtual queue full, then the real packet and token are dropped.

B. AQM Experiments

These different approaches were simulated using the ns-2 simulator. The topology used for the simulation is the single bottleneck topology shown in Figure 2. Two types of experiments were performed. The first experiment investigated the performance with different numbers of long-lived TCP connections. Figure 3 shows the utilization (the total bits sent divided by the link bit-rate multiplied by the experiment duration), drop probability, and mean queue occupancy for different number of connections and different AQM schemes. During low utilization, all methods performed similarly. However, as more flows were added, some differences became apparent. Note that AVQ fixes the utilization at around 95%, the other methods achieve nearly utilization approximately equal to one. Furthermore, the drop probabilities imposed by the methods were nearly the same. The largest difference is in the queue occupancy where RED, ARED, and AVQ had nearly the same queue occupancy, while REM had moderate queue occupancy and drop-tail had large queue occupancy.

In the second experiment, a Web-like traffic pattern was utilized. Specifically, starting times of connections were modeled as a Poisson process. The rate that connections started was varied from
30 connections per second to 55 connections per second. During a single experiment, the connection rate was held constant. Each connection transmitted a file with size that was distributed according to the Pareto distribution with a mean file size of 20KB and a shape parameter of 1.2. Figure 4 shows the results of these simulations. Since the exact same traffic load was used for each scheme, the utilization was the same for each case. For low utilization, most schemes performed the same. However, as the rate that connections were made increased, we see that the drop probability of AVQ increased faster than the other schemes. Furthermore, the queue occupancy for AVQ is smaller. In this experiment RED performs quite well in the sense that it has the same drop probability as the other methods, but lower queue occupancy. For more detailed experiments, see [38]
V. PREDICTING CONGESTION

In [1] it is stated that RED’s primary goal is to detect incipient congestion. The motivation of the detection is to maximize throughput and minimize delay as stated above. Thus, the idea is that by making observations, AQM can predict congestion. Here we examine how RED and ARED pursue this goal.

As mentioned, RED and ARED observe packet arrivals to determine packet drop probability. However, these methods do not directly use the queue occupancy, but rather use (4a) and (4b) to produce a filtered version of the queue occupancy. At first glance, (4a) appears to be a low pass filter. However, note that the $\tau_k$’s are not uniformly spaced, but are the times when the packets arrive. As a result, when packets arrive quickly, $\bar{q}$ is updated more quickly and tracks the actual queue occupancy more closely. Hence, changes in network traffic that lead to an increase in congestion are rapidly reacted to. When packets arrive less frequently and the queue is emptying, then $\bar{q}$ is updated less frequently and the actual queue occupancy is tracked more slowly. Hence RED is conservative in reacting to the decrease in arrival rate. The second expression, (4b) implies that while the queue is empty, $\bar{q}$ decreases exponentially at a rate of $(1 - w_q)^t$, where $t$ is the duration that the queue has been empty. Thus, an empty queue is taken as a sign of decreased utilization, and hence $\bar{q}$ is updated more quickly to react to this information. The way in which (4a) behaves differently for increasing queue occupancy than it does for decreasing occupancy is similar to median filters. Indeed, median filters have been shown to provide some improvement in the performance of AQM [39].

The idea that AQM should detect congestion is a subtle one. Suppose that there are a fixed number of TCP flows (the setting that most AQM researchers focus on during design and analysis). In the case of a drop tail queue, TCP flows will slowly increase their sending rate until the queue fills and packets are dropped. Thus, one interpretation of AQM’s objective is to detect this increase
in sending rates and drop packets before the queue fills. However, such prediction is likely not possible. In [40] it was found that the aggregate arrival rate of TCP flows is well modeled by an affine linear AR system driven by Gaussian noise. Figure 5 shows how residual is well modeled as Gaussian noise. The normalized variance (i.e., the variance of the residual error divided by the variance of the TCP arrival rate) is never less than 0.5 and typically greater than 0.75. This result implies that it is not possible to make fine scale predictions of TCP’s sending rate.

VI. Detecting Changes in Traffic

In AQM research, few discuss specific strategies to adapt to changes in traffic. Many methods incorporate an integrator into the controller (specifically the queue). Thus, no long-term mismatch between the arrival rate and the bandwidth rate is possible. However, integrators are often "slow" unless a large gain is applied. On the other hand, a large gain can lead to instabilities. Another approach is to design a separate feedback loop to detect changes in network traffic. Two such approaches are examined next. The first is an approach that is closely related to sequential detection, while the second attempts to directly estimate the number of significant active flows.
A. A Sequential Detection Approach

RED works well if the parameters are set correctly. Unfortunately, the parameters depend on the amount of traffic. ARED seeks to adapt the key parameter $\max_p$ (see Figure 2) when a change in traffic is detected and leave the RED mechanism to control the dynamics of TCP. Specifically, $\max_p$ is adjusted when the average queue occupancy passes above the threshold $\max_{th}$ or below the threshold $\min_{th}$. BLUE [21], an alternative AQM scheme, takes a similar approach; the packet drop probability is increased if the queue occupancy increases beyond $q_{upper}$ and is decreased if the queue occupancy falls below the threshold $q_{lower}$. While ARED uses the average queue occupancy and BLUE used actual queue occupancy, both of these approaches are essentially sequential change point detectors. We briefly examine the basis for such an approach.

Here we consider long-lived flows along with randomly occurring short and medium sized file transfers. As mentioned, when the packet drop probability is non-zero, the packet arrivals from the long-lived flows can be modeled by an affine linear system driven by Gaussian white noise [40]. The packet arrival process due to the shorter flows can be approximately modeled as a sequence of independent random variables; the upper left plot in Figure 6 shows the histogram of the number of packet arrivals from shorter flows during a sample period of 100ms. When in balance, the packet drop probability is set so that the average aggregate arrival rate of the long and shorter flows is equal to the link capacity.

Now, when a new long flow begins, the aggregate arrival rate increases and the system is out-of-balance. The longer this imbalance remains, the larger the queue occupancy becomes. Since the packet arrival rates are stochastic, this new flow is not immediately detectable. However, in order to minimize queuing delay, the AQM must quickly detect this imbalance. A reasonable way to detect this imbalance is to employ sequential detection [41]. Figure 6 shows the probability distribution of the number of packet arrivals when there are random short and medium flows and a new single,
long-lived TCP flow. In the example shown, the packet dropping probability is set to zero, hence the new long-lived TCP flow will continuously increase its sending rate. Note that Figure 6 indicates that the packet arrival processes are approximately Gaussian with the same variance but different mean. In this case, the optimal sequential change point detection is as follows [42].

Define the statistic $Q_k$ according to

$$Q_{k+1} = \max\left(Q_k + A_k - \mu, 0\right),$$

where $A_k$ is the number of packet arrivals during the $k^{th}$ sample interval and

$$\mu = \frac{\bar{A}_{0TCP} + \bar{A}_{1TCP}}{2}$$

with $\bar{A}_{kTCP}$ is the average arrival rate with $k$ long-lived flows. We declare that a new long-lived flow has begun when $Q_k \geq H$, where the threshold $H$ imposes a particular average delay to detection or, equivalently, a false alarm rate. Now, if $\mu = BW \times T$, where $T$ is the sample period and $BW$ is the bandwidth, then the statistic $Q_k$ coincides with the occupancy of the queue. And if $H = q_{upper}$, then we see that BLUE is the optimal change point detector (under the Gaussian assumption). Similarly, the change point detector of the ending of a long-lived flow is $Q_k < q_{lower}$.

While Figure 6 seems to indicate that change point detection can easily be applied, further work is required before making strong conclusions. For example, in this simulation the sample period was 100ms which exactly coincides with the $RTT$ of the long-lived flow. Nonetheless, the sequential detection view of AQM makes a strong case that changes in packet arrival rate should be detected using the actual queue size, as opposed to a filtered version of the queue such as the one given by (4a) and (4b).

While sequential change point detection is useful to detect long-lived TCP flows, it does not provide any hint as to what should be done once a long-lived TCP flow is detected. One strategy is to do as in BLUE and increase the packet drop probability when the threshold is crossed. Another
Fig. 6. The Distribution of the Number of Packet Arrivals. The left-most figure shows the histogram of the number of packets that arrive in 100ms when there are no long-lived TCP flows and just short and medium sized flows. The center figure shows the histogram of the number of arrivals during the interval from 200ms to 300ms after a single long-lived TCP flow has started. The right-most figure shows the histogram of the number of arrivals during the interval from 400ms to 500ms after a single long-lived flow has started.

strategy is to simply drop all packets until the statistic drops below the threshold. This second approach is simply a drop-tail queue. Thus, there is some theoretical justification to drop-tail queue. Perhaps this is the reason that experiments have found that in many situations, drop tail performs quite well.

B. Estimating the Number of Active Flows

In [16], an interesting way to estimate the number of active flows was developed. The goal of this method is to estimate the number of substantial flows. By substantial we mean flows that are responsible for a large portion of the arriving packets. As mentioned, flows can be identified by their flow ID. SRED stores $M$ flow IDs. When a packet arrives, a flow ID is selected at random from the stored IDs. If the randomly selected flow ID matches the newly arrived packet’s flow ID, then a hit is declared and $H(k) = 1$, where $k$ denotes the $k^{th}$ packet arrival. In the case that the flow IDs do not match, we set $H(k) = 0$. Furthermore, with probability $p$, the flow ID at the randomly selected buffer location is changed to the flow ID of the newly arrived packet.
An estimate of $P(H(k) = 1)$ is $U$, a smoothed version of $H$,

$$U(k + 1) = (1 - \alpha) U(k) + \alpha H(k),$$

with $0 < \alpha < 1$. Then $U(k)^{-1}$ is an estimate of the number of flows. To see this, suppose that when a packet arrives, it belongs to flow $i$ with probability $\pi_i$. The probability of a hit is

$$P(H(k) = 1) = \sum_i \pi_i^2.$$ 

Now, if there are $N$ flows, all sending at the same rate, then $\pi_i = \frac{1}{N}$ and $P(H(k) = 1) = N\pi_i^2 = \frac{1}{N}$. On the other hand, if $\pi_i \neq \frac{1}{N}$ for all $i$, then the estimate is not as accurate. In this case, this estimator weighs faster flows more than slower flows. The impact of such weighting has not been investigated. Furthermore, if the sending rates are time-varying or packets arrive in bursts, then the behavior of $U(k)^{-1}$ is less clear.

VII. Estimating the Mean Aggregate Packet Arrival Rate

The design rationale of many AQM algorithms includes the model of the dynamics of TCP’s sending rate given by (2). For example, in [20], [15] and [19], the packet arrival rate is utilized and it is assumed that the dynamics of the arrival rate is given by an aggregate of (2). However, (2) is an approximation of the dynamics of the mean sending rate. Thus, the observations made by the AQM will not coincide with (2) unless there are a large number of flows and that the mean value theorem applies. If there are few flows, then the observations may misinterpret a random fluctuation in the sending rate as an indication of congestion.

Since both the stability and performance analysis has been carried out using (2), there is a risk that these AQM strategies will not perform as designed. One remedy is to consider a more exact model such as a stochastic differential equation model found in [43]. However, designing a controller for such a system would be quite difficult. Another alternative is to estimate the mean sending rate from the observations. Figure 7 shows the probability density of the congestion window. It
is well approximated by a Gamma distribution with mean $T(t)$ given by (2) and second moment $1/(\beta RTT^2 p(t))$, where $p(t)$ is the packet drop probability at time $t$ (In Figure 7, $\beta = 1/1.3^2$.) With this distribution, one can start to develop methods to estimate the mean from observations. However, there are substantial difficulties that need to be address. For example, along with the stationary distribution, one needs to know the transition probabilities. In [43], the transition probability was found to obey

$$\frac{\partial}{\partial t} p(w,t) = -\frac{1}{RTT} \frac{\partial}{\partial w} p(w,t) + \frac{w}{RTT} \delta(t) \left( 4p(2w,t) - p(w,t) \right),$$

(6)

$$p(w,0) = p_0(w),$$

where $\delta(t)$ is the packet drop probability at time $t$ and $p(w,t)$ is the probability density function of the window size $w$ at time $t$, given that at time $t = 0$, the probability density function of the window size is $p_0$. There does not appear to be a close form solution to (6). Given the window size, $w$, the arrival rate averaged over one $RTT$ is $w/RTT$. Thus, to estimate mean aggregate arrival rate, it might be necessary to also estimate $RTT$ of the individual flows. Furthermore, packets might arrive in bursts spaced an $RTT$ apart. Thus, the estimation is not entirely straightforward.

It is interesting to note that the AQM schemes that assume that the observed arrival rate is mean arrival rate, seem to work reasonably well. This reminds one of LMS where similar instantaneous moment estimates are used.
As shown in Figure 1, AQM decides whether to drop a packet or not. However, in most schemes, this decision is not directly made. Instead, a middle ground is taken and only the packet drop probability is found. Dithering is a technique to express intermediate values between two quanta. Dithering, specifically error diffusion, results in the dropped packets being maximally spaced [44]. Floyd and Jacobson recognized the advantage of spreading the dropped packets apart. The rationale for homogeneous packet drops is that if drops occur in bursts, then the arrival rate of the flows will deviate from its intended rate. This effect is more substantial when the packet drop probability is small. To see this note that the derivative of (1) goes to infinity as the packet drop probability goes to zero. Hence, for small $p$, small deviations in $p$ lead to large deviations in the throughput. Thus, while probabilistic dithering might provide the desired average throughput, random fluctuations of the short-term empirical packet drop probability may lead to short-term, yet large, deviations in the sending rate. Error diffusion, on the other hand, will reduce such fluctuations.

An approach investigated by one of the authors is called DEM [45] and is as follows. Let $P_k$ be the packet drop probability and let $D_k$ be the dithered version of $P_k$. Specifically, the $k^{th}$ packet is dropped if $D_k = 1$, where

$$D_k = \begin{cases} 
1 & \text{if } P_k + E_{k-1} \geq \frac{1}{2} \\
0 & \text{otherwise},
\end{cases}$$

and $E_k = D_k - (P_k + E_{k-1})$.

While this scheme could be utilized with any of the packet drop probabilities discussed in Section IV, we have found that a particularly useful packet drop probability is

$$P_k = \begin{cases} 
N \left( q(\tau_k) / q_{\text{max}} \right)^{\alpha} & \text{if } q(\tau_k) \leq q_{\text{max}} \left( \frac{1}{N} \right)^{1/\alpha} \\
0 & \text{otherwise}
\end{cases}.$$
where \( q(\tau_k) \) is the queue size, \( N \) is the number of active flows,

\[
\alpha = \log \left( \frac{3}{2} \left( \frac{MSS}{RTT \times BW + q_{\text{desired}} \times MSS} \right)^2 \right) / \log \left( \frac{q_{\text{desired}}}{q_{\text{max}}} \right),
\]

\( MSS \) is the packet size, \( RTT \) is the average round-trip time of the active flows, \( BW \) is the link bandwidth, \( q_{\text{max}} \) is the maximum size of the queue, and \( q_{\text{desired}} \) is the desired value of the queue. Note that this approach reduces the number of parameters to just one, \( q_{\text{desired}} \), as opposed to the other AQM approaches that generally require four or more. However, this method relies on the difficult task of estimating quantities such as the number of active flows and the average RTT.

This scheme was tested on a single bottleneck topology with 4 competing flows. Figure 8 shows the queue occupancy and the smoothed queue occupancy as a function of time with this scheme, while Figure 9 shows the queue occupancy and smoothed queue occupancy in the case of RED. It is clear that this scheme results in a more stable queue. Furthermore, this scheme does not let the queue empty, hence the utilization is equal to one.
IX. Conclusion

While AQM has been the focus of intense research efforts, many open problems remain. Here it was shown that standard signal processing disciplines of prediction, detection, estimation, and quantization are all relevant to AQM design.

While this paper reviewed many of the central issues of AQM design, there are some critical areas have been neglected due to lack of space. One important area is the stability of the closed-loop system. There has been extensive work in this area, but still more work remains. For example, much of the work has focused on stability around an operating point and has not examined the nonlinear stability in the face of random traffic. Another area only briefly mentioned is the ability of AQM to provide some defense against network attacks. For example, if some or many end-hosts send packets at a high rate regardless of the packet drop probability, then the AQM should attempt to stop these flows or at least not allow them to interfere with other flows. To some extent [16], [17], and [46] attempt to provide this type of security, but more work remains, especially on identifying these flows.
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