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Maximum Entropy Derived Statistics of Sound-Speed
Structure in a Fine-Grained Sediment Inferred From
Sparse Broadband Acoustic Measurements on the

New England Continental Shelf
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Abstract—Marginal probability distributions for parameters
representing an effective sound-speed structure of a fine-grained
sediment are inferred from a data ensemble maximum entropy
method that utilizes a sparse spatially distributed set of received
pressure time series resulting from multiple explosive sources in
a shallow-water ocean environment possessing significant spatial
variability of the seabed. A remote sensing seabed acoustics ex-
periment undertaken in March 2017 off the New England Shelf
was designed so that multiple independent analyses could infer the
statistical properties of the seabed. The current analysis incorpo-
rates the measured horizontal variability from interpretations of a
subbottom profiling survey of the experimental area. An idealized
range- and azimuth-dependent parameterization of the seabed is
derived from identification of horizons within the seabed that define
multiple sediment layers. A sparse set of explosive charges were
deployed on circular tracks with radii of about 2, 4, and 6.5 km
with an acoustic array at the center to correlate a set of random
measurements to physical acoustic processes that characterize the
seabed. The mean values of a surface sound speed ratio and a linear
sound speed gradient for the fine-grained sediment layer derived
from 12 data samples processed in the 25–275-Hz band provide an
estimate of the effective sound-speed structure in a 130-km2 area.
The inferred sediment sound speed values are evaluated by predict-
ing measured time series data not used in the statistical inference,
and are also compared to historical measurements. Finally, the
low-frequency maximum entropy estimate of the sediment sound
speed along with physical measurements derived from piston core
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measurements are utilized to estimate the sediment grain bulk
modulus.

Index Terms—Maximum entropy, remote sensing, seabed
acoustics.

I. INTRODUCTION

THE purpose of the Seabed Characterization Experiment
(SBCEXP) 2017 was to infer via remote sensing the physi-

cal characteristics of a surface sediment layer composed of fine-
grained materials in their natural or undisturbed marine state.
This requires evaluating geoacoustic models and quantifying
information content in the measurements and uncertainties in
the inferences made on the seabed parameter values [1]–[16]. A
complicating feature of the environment discussed in this study
is the high level of spatial variability of the seabed layering that
affects the coherent structure of the acoustic field. A central
question for the statistical inverse problem as applied to SBC-
EXP is how to interpret or create the a priori evidence or state
of knowledge from preliminary and ongoing analyses of surveys
of the experimental area made prior to the main acoustic experi-
ment. The interpretation of the existing physical evidence on the
seabed generally leads to the creation of an effective geoacoustic
model, which reflects a potential to infer information about the
parameters from the data samples collected in the experiment.

The focus of this paper is a subset of measurements inspired by
the idea that an acoustic measurement made in a region possess-
ing a high degree of seabed variability, such as those typically
found in littoral ocean environments, can be viewed as a random
sample from an ensemble, and that such experiments should
be connected with the physical phenomena characterizing the
interaction of sound with the ocean waveguide. It is within this
framework of analysis that information content contained in the
acoustic data about the seabed is quantified.

The experimental measurements were made in a 330-km2 area
known as the New England Mudpatch (see Fig. 1). The northern
and southern boundaries are defined by east-west shipping lanes.
The region was originally studied by Twichell who reported
a pond of a fine-grained sediment with a maximum thickness
of about 13 m [17]. In preparation for the main 2017 acoustic
field experiment a high resolution bottom profiling survey was
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Fig. 1. New England Mudpatch. Northeast U.S. Shelf seafloor grain size
Source: [18].

Fig. 2. Piston and vibracore locations and sediment two-way travel time for
surface mud layer. Source: [18].

performed in July 2015 [18]. Also, the U.S. Geological Sur-
vey (USGS) conducted a dense piston core (PS) survey of the
experimental area in 2016 along planned propagation paths for
the 2017 experiment [18]. The acoustic measurements were un-
dertaken from late February to mid April of 2017, during which
the water column possessed only small variability. The rationale
was to mitigate the uncertainty of the water column in the general
statistical inverse problem for seabed characterization.

Fig. 2 shows the PS positions superimposed onto a map of
the two-way travel time inferred from the subbottom profiling
survey. The sediment cores were collected on a main deposition
channel that runs from NW to SE and also on another channel

Fig. 3. Layering horizons along E-W bottom profiling survey line MP13.
Source: [18].

from SW to NE. Approximately 4500 kg of sediment were
extracted during two days of coring from R/V Endeavor.

Fig. 3 presents an example of seabed layering from the bottom
profiling survey two-way travel times [18]. Several horizons are
color coded for visualization purposes. The first sediment layer
is the fine-grained sediment previously discussed by Twichell
et al. [17]. The mud layer is interpreted to lie between the seafloor
reflection and the high-amplitude mud base reflector. Within the
mud unit, several internal reflectors (mh0 to mhtop) are traced,
providing a stratigraphic history of the mud deposition. Below
the mud base is a thin irregular horizon called the sand base (sb)
followed by a deep base (db). Other deep base horizons were
also identified. The layer beneath the fine-grained sediment was
previously identified as a fine to medium sand in [17] from
measured cores and also in the more recent PS survey [19]
where some of the cores penetrated through the fine-grained
sediment layer and into the sand sediment and also from direct
measurements performed by Yang and Jackson during the main
acoustic experiment [20].

The two-way travel time map of the surficial fine-grained
sediment in Fig. 2 and the example of the range variability
of the sediment layering in Fig. 3 demonstrate that the exper-
imental area possesses significant horizontal variability in the
thicknesses of the fine-grained sediment and the deeper sediment
layers. However, one cannot ascertain from Fig. 2 if the variabil-
ity of the two-way travel time includes variability of the sound
speed within the volume of the surficial fine-grained sediment
layer. An initial examination of the subbottom profiling survey
data did not appear to yield specific information on the depth
dependence of the sound speed within the fine-grained sediment.
With regard to horizontal variability, Twichell et al. reported
that the average grain size in the fine-grained sediment mixture
generally increased from west to east across the Mudpatch [17].
It was hypothesized that for an acoustic experiment that covered
a large enough spatial scale, it might be possible to correlate such
a variability within the volume of the fine-grained sediment with
the measured variability in the acoustic field.

Inspired by Jaynes’ concept of connecting physics to random
experiments [21], a sparse set of MK-64 signal underwater sound
(SUS) explosive sources on circular tracks served as random
experiments of sound propagation along different radials em-
anating from the intersection of the NW-SE and the NE-SW
sediment channels where an acoustic array of hydrophones
was positioned. The data ensemble maximum entropy method
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[22]–[25] employed full waveform inverse techniques on the
measured time series of multiple SUS events in the 25–275-Hz
band to infer the statistics of the sound speed within the mud
sediment over the central portion of the experimental area. The
degree to which prior measurements are utilized in the quantifi-
cation of information content plays a central theme in developing
a seabed parameterization for statistical inference. The current
analysis develops idealized sediment parameterizations made on
the basis of the original Twitchell study [17], the 2015 subbottom
profiling survey [18], a grain size analysis of the 2016 PSs [19],
and direct sound speed measurements of the sediment below the
base of the fine-grained sediment [20]. These parameterizations
reflect an attempt to identify the simplest models supported by
the acoustic data that accommodate the main physics of the
interaction with a generally range and depth-dependent seabed.
The idealized geoacoustic model based on the two-way travel
time survey data consists of two sediment layers over a basement
half-space, where the first and second layers are composed of a
clay–sand–silt mixture and a fine sand, respectively. The range-
and azimuth-dependent sediment thicknesses of the mixed fine-
grained and the sand layers are constrained by the two-way travel
time measurement.

It is demonstrated that a surface sound speed ratio and a
sound speed gradient ambiguity can be partially resolved for
the fine-grained sediment using a three-parameter model. The
main conclusions from the current analysis is that the average
sound speed ratio from all the data samples is on the order
of 0.978. However, the sound speed gradient is large, with an
average value of about 9.5 1/s. This effective gradient might
be representative of a transition layer near the bottom of the
fine-grained sediment where the sediment has an increased
percent of medium sand. To within statistical significance one
cannot detect variability of the ratio and the effective gradient
over an 8-km spatial scale from west to east in the central area for
the Mudpatch. Section II briefly discusses the experimental mea-
surements. Section III describes the maximum entropy method
as applied to the SUS time-series data. Section IV presents the
results of the analyses and also utilizes physical parameter values
derived from the PS measurements to estimate the grain bulk
modulus of the fine-grained sediment. Section V provides a
discussion and conclusion.

II. EXPERIMENTAL DESIGN

The design of an ocean geoacoustic experiment should reflect
the planned methodology that will be used to analyze the data
for their information content regarding the seabed structure.
Here, we adopt Jaynes’ concept that the design of a random
experiment should be closely correlated with the physics of the
phenomena being observed [21]. Fig. 4 shows the experimental
design. Superimposed on the two-way travel time map for the
fine-grained sediment are the positions of acoustic arrays and
SUS MK-64 sources.

The design of the circular deployments was based in part
on the assumption that each radial from the acoustic array at
the center to a point on a circle of radius R represented a data
sample drawn from the same but an unknown energy spectral

Fig. 4. Experimental design based on Jaynes’ concept to quantify information
content.

density (ESD) distribution of the mud sound speed. The idea
adopted was that for a region near the center of the mud pond, a
single ESD might be representative of the statistics of the sound
speed because the water column deposition mechanics would
be similar. Such an experimental design for a seabed acoustic
experiment has been previously discussed in [26]–[28].

During March 17–18, 2017, five MK-64 SUS were hand-
deployed at each SUS deployment station in 20-s intervals
off the stern of the RV Neil Armstrong. The total number of
successful deployments was 176. The nominal detonation depth
was about 18.3 m. The method of deploying the MK-64 sources
was convenient because a hand-held global positioning system
recorded the deployment positions to within a few meters of
accuracy.

III. STATISTICAL INFERENCE METHODOLOGY

This section discusses the details of the statistical remote
sensing methodology used in the analysis of the SUS data for
their information content on the properties of the fine-grained
sediment. At the center is a statistical waveform inversion
method. Waveform inversion methods have played an important
role in remote sensing in shallow water environments [29]–[31].

A. Error Function

Connecting the physics of the seabed to N random SUS
time-series measurements ((PD)n(t) : n = 1, 2, 3, . . . , N −
1, N) starts with the concept of a cost or error function
En((PM )(θ, τs), (PD)n), where (PM )(θ, τs) is a simulated
time series that depends on an effective model representation
M of the waveguide where the hypothesis vector θ contains a
subset of these parameters that are viewed as random. The error
function used in this study is the square error

E(PM (θ, τs), PD) =
1

2

∑

k

(PD(tk)− PM (θ, tk + τs(θ)))
2

(1)
where the sum is over the discrete time samples. This error
function is consistent with a likelihood function whose func-
tional form assumes that the statistics of the error function are
Gaussian [8], [12]. The time shift τs(θ) is determined for each
hypothesis θ such that Ξ is minimized where

Ξ = 1− 1

Q

∣∣∣∣
∫

dtPM (t)PD(t+ τs)

∣∣∣∣ (2)
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and

Q =

√∫
dtP 2

M (t)

∫
dtP 2

D(t) (3)

such that τs(θ) aligns the modeled and measured time series to
a reference set of arrivals observed in both the measured and
modeled time series. In the current study, the reference arrivals
are the first 2–3 pressure peaks in the time series. In a sense this
constraint on the error function is based on a feature analysis of
the measurement. A feature constraint as used in this analysis
refers to a part of a measurement that the model is required to
fit.

In practice, PM is a band-limited Fourier transform of the
product of a Green’s function satisfying the inhomogeneous
wave equation for an idealized point source waveguide boundary
conditions with the MK-64 source function S(f) [32], [33]

PM (r, θ, t, ts) =

∫
dfG(r, θ, f))S(f)exp(−2πif(t+ ts))

(4)
such as that provided by the finite difference range-dependent
parabolic equation algorithm (RAM-PE) developed by Collins
[34].

B. Maximum Entropy

Jaynes’ maximum entropy method as applied to data ensem-
bles [24], [25] provides a means to compute a conditional poste-
rior probability distribution for each data sample,P (H|PD,M).
In a Bayesian approach, the parameters in the hypothesis space
are viewed as nondeterministic and thus random. Frequentist
statistics are based on estimating θ and then using this estimate
for all further predictions [35]. Frequentist methods assume that
the true value θ̂ is fixed (deterministic) but unknown. In the
frequentist perspective, the point estimate θ̂m is viewed as a
random variable because a data set sample is also viewed as a
random selection from a probability distribution. In a frequentist
approach, a point estimate for θ, such as provided by θ̂, where
θ̂ ∈ θ such that E(θ̂) ≤ E(θ) for all θ is nondeterministic since
the data are random. However, individual point estimates cannot
be assigned an uncertainty.

The goal of Bayesian reasoning is to infer from the measure-
ments the conditional probability distributions P (θn|Dn,M).
Employing the Kullback relative entropy functional [36]

Sn =

∫
dθP (θ|Dn,M)ln

P (θ|Dn,M)

P (θ,M)
(5)

the conditional canonical probability distribution was previously
derived [24]. The result is the canonical distribution [37]

P (θn|Dn,M) = P (θn,M)
exp[−βnEn(θn, Dn)]

Zn
(6)

where Zn and βn are analogous to the partition function and the
Boltzmann factor, respectively, with

Z(βn) =

∫
dHP (H,M)exp[−βnEn(θn, Dn)] (7)

and where βn is determined by solving the constraint integral
equation

< En >=

∫
dH

exp[−βnE(H,Dn)]

Zn(βn)
En(θn, Dn). (8)

The new idea put forth in [24]was finding an estimate for the
constraint < En > so that βn could be determined. Bilbro and
Van den Bout [38] rewrote (8) as an integral over a continuous
space of data samples D′

< En >=

∫
dD′P (D′|θ̂(Dn),M)E(θ̂(Dn), D

′)] (9)

which was then estimated in [24] as

< En >≈ 1

K

∑

j

E(θ̂n, Dj) (10)

where j = 1, 2, . . . ,K − 1,K.
The interpretation made in the data-ensemble maximum

entropy concept is that βn for a given inference using
Dn, has contributions from all the random data samples,
D1, D2, . . . , DN−1, DN . From a statistical mechanics perspec-
tive β is the Boltzmann factor of 1/kT in exp(−β(E − E0))
where E > E0 and E and E0 represent energy states accessible
to the system and the ground state, respectively. If one considers
the analogy whereE0 is the inversion solutionE(θ̂), an increase
inβ decreases the likelihood that there are solutions other than θ̂.
Thus, for a given data sample,β is a measure of the uncertainty or
in other wordsβ is proportional to information content contained
in PD.

IV. GEOACOUSTIC MODEL AND PARAMETERIZATION

Initialization of an inverse problem requires addressing the a
priori state of knowledge about the seabed, a suitable seabed
model parameterization, and the definition of a data sample
that can adequately support the selected model representation.
Furthermore, a suitable model-data error function needs to be
defined that can optimize information content. A governing
guide in initializing the statistical inverse problem is the need
for dimensional reduction of the parameter space, which is
instrumental in avoiding over fitting the data with the model
and thus mitigates the generalization error [35]. In this study,
these goals are accomplished by utilizing the prior state of
knowledge provided from the survey data [18]–[19], the litera-
ture, and sensitivity studies. Dimensional reduction then leads
to the concept of an effective representation of the seabed;
namely a representation that may have qualities that are not fully
consistent with the true seabed structure.

This section discusses an idealized geoacoustic model of the
seabed that may be suitable to provide useful information content
about the physical properties of the fine-grained sediment from
the acoustic measurements in the water column. The idea was
to start with a best guess for a model representation that the
measured data could support, and to then, using trial by error,
make changes that had the potential to improve the consistency
of information about the seabed that could be inferred from the
statistical approach applied in the current work.
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TABLE I
GEOACOUSTIC PARAMETERIZATION AND PROPOSED UPPER AND

LOWER BOUNDS

On the basis of the assiduous Twichell analysis and the more
recent PS data by Chaytor [19], the fine-grained sediment in the
Mudpatch may be characterized as a sediment that lies between
a clayey silt and sand silt. From the PSs analyzed thus far in the
central section of the Mudpatch the porosity in the first 2–3 m is
about 61% and the density 1.6 g cm−3. A notional geoacoustic
model for the central portion of the Mudpatch is given in Table I.
It consists of a layer of a fine-grained sediment defined by a
surface sound speed C1T , a linear sound speed gradient g1, a
constant density ρ1, an attenuation α1t at the top of the layer,
an attenuation at the bottom of the layer α1b, an attenuation
exponent ε1, and a sediment thickness H1. Beneath the surface
layer is a homogeneous layer of sand defined by C2, ρ2, α2,
ε2, and H2. Beneath this second sediment layer lies an infinite
basement half-space defined by CB , ρB , αB and an attenuation
exponent εB .

To first order, there are two aspects of the fine-grained sed-
iment that we want to infer information; the sound speed at
the surface of the sediment C1T or equivalently the sound speed
ratioR1 and an effective linear gradient g1. It is assumed that for
a given propagation track between the source and the receiver,
C1T is independent of range. Furthermore, since no specific
information has been provided as of the time of this study on
the depth dependence of the sound speed in the fine-grained
sediment, it is assumed to linearly increase with depth

C(z) = C1T + g1z, 0 ≤ z ≤ H1 (11)

with g1 > 0. Thus, the bottom sound speed of the sediment is

C1B,r = C1T + g1H1(r) . (12)

This assumed linear increase of the sound speed is intended to
capture the difference in sound speeds at the top and bottom
of the fine-grained sediment without introducing additional pa-
rameters that could potentially provide a more physical depth
dependence of the fine-grained sediment. From an information
content perspective, seeking a higher level of information about

the details of the depth dependence may result in an overall de-
crease of inferred sound speed information about the sediment.

The attenuation A(f) in all the layers has the functional form

A(f) = α(f/1000)ε (13)

where f is the frequency in hertz. To first order, density gradients
have previously been shown not to be important in seabed
reflection coefficient studies at the lower frequencies [39], and
as such the densities in each of the layers are assumed con-
stant. Generally the important physical effects on the reflection
from the seabed are due to the density contrast between layer
interfaces. One note of caution is that the transition from the
fine-grained sediment layer to the fine to medium sand layer
may not be well-represented by a simple layer interface adopted
in this study. Previous studies have examined the effects of a
density gradient for such a sediment [15].

The measured two-way travel time τlayer (r, ζ), where r and
ζ are the source range and azimuth coordinates relative to a
receiver, acts as a constraint for layer sediment thickness for
hypothesis values ofC1, g1, andC2. The constraint relationships
are

H1(r) = 2
C1T

μ1(r, θ)− g1
(14)

μ1(r) =
4000

τ1(r, θ)
(15)

with C1T and C2 in meter per second and τ in millisecond.

H2(r) = 2
C2

μ2(r, θ)
(16)

μ2(r) =
4000

τ2(r, θ)
(17)

where τ1 is the two-way travel time for the fine-grained sediment
layer and τ2 is the sum of the two way travel times for the two
sand layers beneath the fine-grained sediment layer.

The parameter bounds of the fine-grained sediment layer
were established from the literature and preinversion sensitivity
studies. Buckingham compared a prediction of porosity versus
sound speed ratio (R) using his grain-shearing seabed acoustic
theory to measured data [40]. For a porosity of 60%, the lowest
R value is 0.950 and the highest is about 1.01. For the measured
bottom water sound speed of 1469.5 m/s, this gives upper and
lower bounds of about 1400 and 1485 m/s for the surface sound
speed, respectively. Typical sound speed gradients for soft deep
sea sediments are about 1.8 1/s [41]-[42]. However, preliminary
modeling of the measured waveform strongly suggested higher
sound speeds at the base of the fine-grained sediment caused by
a rapid increase of the sound speed with depth. In an attempt
to capture the possible existence of higher sound speeds in the
fine-grained sediment the lower and upper bounds for the sound
speed depth gradient were placed at 0 and 20 1/s, respectively.
For a sediment composed primarily of clay a corresponding
density is about 1.25 g cm−3, whereas for a high sand content
the density could be as high as about 2.0 g cm−3. Thus, the
lower and upper bounds of the fine-grained sediment density
were selected as 1.25 and 2.0 g cm−3, respectively.
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The bounds of the sound speed in the sand layer C2 were
determined from the measurements made by Yang and Jack-
son [20] using an in situ measurement device that operated in
the 2–10-kHz band. The mean value of the sound speed for the
sand was 1650 m/s with a standard deviation of 20 m/s; hence
the assumed lower and upper bounds of 1630 and 1670 m/s.
The mean value corresponds to a fine sand classification. These
sound speeds are consistent with the grain size measurements
made by Chaytor [19], who determined from an assembly of
81 samples from the sand layer an average value of the grain
size of 2.055 φ or 0.256 mm which corresponds to a fine sand
classification. The assumed density for the sand is that of a
fine sand. The inference of the attenuation and the attenuation
frequency exponent have long been a subject in remote sensing
of the geoacoustic structure in littoral ocean environments [25],
[43]–[54]. The assumed sand attenuation and attenuation expo-
nent values are those previously reported by Zhou et al. for an
effective geoacoustic model for a fine-sand sediment [51].

V. RESULTS

The results of the application of the data-ensemble maximum
entropy approach to analyze the SUS data are now presented.
Two cases are shown, first, the five-parameter model that utilizes
six SUS time series samples over a 0.40-s time window on the
2-km circle and second, a three-parameter model that utilizes six
SUS time series samples over a 100- and 130-ms time window
for the 2 and 4-km data samples, respectively. The bandwidth
of the modeled and measured time series is approximately 25.1
to 275.2 Hz. Then, for each hypothesis point in the parame-
ter space, the modeled transfer function is computed for 320
frequencies and is then convolved with the semiempirical SUS
source function to produce the modeled pressure time series. For
the six 2-km data samples and the six 4-km data samples, the
parameter hypothesis space is sampled until convergence of the
marginal distributions was obtained. Here, convergence refers
to adding more samples in the multidimensional integrations
and observing that the marginal distributions remain qualita-
tively unchanged. In the three-parameter model, this took about
15 000 samples. For the five-parameter model about 25 000
samples were required. Computations were made on two four-
processor machines with 32- and 64-GB RAM, respectively.
Run times on a single processor were about five days to compute
15 000 samples of the parameter space for an SUS data sample on
the 2-km circle. Since the run time for RAM-PE is proportional
to range, the run times for the 4-km case was about ten days.
The Pade′ coefficient for RAM-PE was set to three.

The decision for the 25–275-Hz processing band and the limit
to doing inversions only out to the 4-km circle was made in part
to mitigate a large amount of electronic noise present on the
L-array that became increasingly problematic with increasing
source–receiver range. Still there exists a noisy portion of the
signal approximately between 210 and 230 Hz. It appears that
this was not a significant issue for the inversions presented in this
study. With that said, the presence of noise generally degrades
an inversion result and can cause generalization errors when
methods to protect against over fitting are not implemented.

Fig. 5. Comparison of measured time series for SUS station 37 with modeled
using five-parameter inversion solution. Inset shows expanded time scale.

A. Five-Parameter Model

Fig. 5 shows a typical comparison of the measured pressure
time-series data that results from a deployment of an SUS
explosive charge on the 2-km circle to a modeled time series that
uses an inversion solution. For SUS 37 the inversion solution is
(C1T = 1432.1 m/s, g1 = 9.26 1/s, C2 = 1653.3 m/s, ρ1 =
1.76 g cm−3, and C3 = 1868.7 m/s). The source–receiver range
for SUS 37 is 2.036 km. The enlarged portion is approximately
the time window that includes arrivals mainly composed of that
portion of the acoustic field that is confined to the water-column
and the fine-grained sediment. The first two peaks in time series
were present for all the data for both the 2- and 4-km samples.
The cross correlation over the time window of these two arrivals
[see (2) and (3)] was used to infer τs for each point sampled
in the five-parameter hypothesis space of E(PM (θ, τs), PD).
The higher order modes (vertical angles) become increasingly
sensitive to the sound-speed structure of the sand layers and
half-space. For example, the large low-frequency Airy phase
arrival is especially sensitive to the thickness of the sand and the
basement sound speed. The Airy phase was recently discussed
by Wan et al. for long-range SUS deployments made during the
Mudpatch experiment [55].

The comparison in Fig. 5 suggests that the source levels, with
which the modeled transfer function is convolved, are too low,
but not low enough for the error function to be sensitive to
physical parameters that affect the coherent multipath arrival
structure. However, one might expect that errors in the assumed
source level could bias inference of such parameters as the
density and the attenuation. Table II provides the error matrix
E(θ̂n, Dj). The diagonal elements correspond to the cost value
at the inversion solution for each of the data samples.

The components that define the rows of the error function
matrix are averaged to compute < E > for each data sample
[see (10)], which in turn allows for β to be computed via (8).
Evaluating the multidimensional integrals in (5) and (6) then
provide the conditional posterior distribution from which the
marginal probability distributions are obtained via numerical
quadrature over the dummy variables.
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TABLE II
E(θ̂n,Dj) (X 1019) FOR SUS DATA SAMPLES WITH 0.4-s TIME WINDOW ON

2-km CIRCLE FOR FIVE-PARAMETER REPRESENTATION OF THE SEABED

Fig. 6. Marginal distributions for SUS stations (a) 42, (b) 39, (c) 40,
and (d) 41.

Fig. 6 displays examples of marginal probability distributions
for the five-parameter model using the 2-km acoustic data. The
distributions forC2 were generally flat due in part to the assumed
narrow bounds based on the reported measurements made on the
sand by Yang and Jackson [20] and Chaytor [19]. The solid red
lines on the marginal distributions denote the average values
< X > of the parameter X of the distributions and the dotted
lines denote the values < X > ±σX where σX is the standard
deviation. The data samples derived from the SUS 39 and SUS 42
events are examples where C1T and g1 are well-resolved in
that symmetrical peaks in the marginals are observed, whereas
data samples derived from the SUS 41 and SUS 40 events

TABLE III
E(θ̂n,Dj) (X 1018) FOR SUS DATA SAMPLES ON 2-km CIRCLE

are examples where C1T and g1 are poorly resolved in that
symmetrical peaks in the marginals are not observed and the
distributions are generally wide. The marginals for SUS 43 and
SUS 37 events (not shown here) are similar to SUS 41 and
SUS 40 in that the information content on the physical parameter
values for the fine-grained sediment is low.

B. Inference Using three-Parameter Model in 0.1-s Time
Window

During the course of the statistical inference analysis, it was
discovered that the time-series arrival structure in a 100-ms
time window for the 2-km data samples (see Fig. 5) and a
130-ms time window for the 4-km data samples was sensitive
to both the sound-speed structure of the water column and
the fine-grained sediment layer, and that the sensitivity rapidly
decreased for parameters characterizing the sand and basement.
This suggested that by carefully choosing the time window of
the data samples one could mitigate the ambiguity between the
fine-grained and the sand and basement parameters evident in
the marginal distributions in Fig. 6.

Furthermore, while the mean average of ρ1 from all six
distributions is about 1.68 g cm−3, which agrees with the value
of 1.6 g cm−3 from the PSs, the majority of the ρ1 marginal
distributions are not symmetric with the peak values occurring
near the upper boundary of 2.0 g cm−3. In such cases, one should
exercise caution in the interpretation of the statistics as generally
< ρ1 > is less than the peak values of the marginals.

On the basis of the observation about the sensitivity of the time
series in the 100- and 135-ms time window for the marginal dis-
tributions for ρ1, it was hypothesized that an increased amount of
information with minimal bias forC1T and g1 could be achieved
with dimensional reduction [35] whereby the error function is
summed only over the 100-ms and 135-ms time window arrivals,
and ρ1 is held fixed at its experimental value of 1.6 g cm−3. The
value of CB is also held fixed (1800 m/s) since, as previously
discussed, its affect on the mode 1 arrival structure is negligible.
Thus, the three-parameter model consists of the parameters of
C1T , g1, and C2.

Tables III and IV provide the error matrix E(θ̂n, Dj) for the
three-parameter model for the data samples on the 2- and 4-km
circles, respectively. The same numerical steps as discussed
in Section V-A are employed here to compute the marginal
probability distributions.
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TABLE IV
E(θ̂n,Dj) (X 1016) FOR SUS DATA SAMPLES ON 4-km CIRCLE

Fig. 7. Marginals for SUS stations (a) 42, (b) 39, and (c) 40.

Fig. 8. Marginals for SUS stations (a) 44, (b) 47, and (c) 49.

Figs. 7 and 8 show examples of the marginals for C1T and
g1 for data samples on the 2- and 4-km circles, respectively,
and Tables V and VI present the statistics. While not all the
marginal distributions are perfectly symmetric, it was observed
that in most cases the average values were generally close to
the peak values for both C1T and g1. For example, the largest
difference of ΔX = |max of P (X)− < X > | for all the data
samples on the 2- and 4-km circles is about 5 m/s for C1T and
1 1/s for g1. Both of these largest differences are much less than
the standard deviation for the parameter values.

Fig. 9 summarizes the main results of the analysis. It shows an
average and a standard deviation of C1T /1469.5 and g1 inferred
from 12 data samples corresponding to the deployment of the
SUS on the circles of 2- and 4-km radius.

TABLE V
< E >, β, AND AVERAGE AND STANDARD DEVIATIONS FOR

THREE-PARAMETER MODEL FOR DATA SAMPLES WITH 100-ms TIME WINDOW

ON 2-km CIRCLE

TABLE VI
< E >, β, AND AVERAGE AND STANDARD DEVIATIONS FOR

THREE-PARAMETER MODEL FOR DATA SAMPLES WITH 130-ms TIME WINDOW

ON 4-km CIRCLE

Fig. 9. Summary of averages and standard deviations for sound speed ratio
and sound speed gradient of fine-grained sediment for data samples on (a) 2-km
and (b) 4-km circles.

For all 12 data samples on both the 2- and 4-km circles, the
spread of the average sound speed ratios is 0.973 to 0.985 and the
spread of the average sound speed gradients is 6.4 to 12.6 1/s. For
all 12 data samples on both the 2- and 4-km circles, the spread
of the standard deviations of the sound speed ratios is 0.012 to
0.016 and the spread of the standard deviations of the sound
speed gradients is 3.6 to 5.3 1/s. From Fig. 9, an approximate
point estimate for the sound speed ratio and sound speed gradient
over the central area of the Mudpatch are the mean values of
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Fig. 10. Comparison of measured time series for SUS station 54 with modeled
using maximum entropy determined values.

the average values, 0.9775 and 9.5 1/s, respectively. Using the
measured bottom water sound speed of 1469.5 m/s, the point
estimate for C1T is 1436.4 m/s. Also, the two-way travel time
of the fine-grained sediment at the central array is 15.2 ms, and
from (14) and (15), H1(r = 0) = 11.3 m.

Fig. 10 shows a model-data comparison of the pressure time
series for the SUS 54 event, which lies on the 6.5-km circle.
The model inputs are the mean values of the three-layer model
established from the maximum entropy analysis of the SUS
data samples on the 2- and 4-km circles. There is qualitative
agreement, which shows the ability of the model to correctly
predict the coherent multipath structure and the increase in the
time spread of the signal that results from modal dispersion.

C. Comparison to Historical Measurements and Estimate of
Grain Bulk Modulus

It is desirable to compare the maximum entropy point estimate
of the sound speed ratio value of 0.9775 determined in the
25–275-Hz band (center frequency of 125 Hz) to historical data
and to also infer the grain bulk modulus. To this end, several of
the PC collected within the circular SUS transects were analyzed
for grain size and porosity. PSs 9, 14, 15, 17, 19, 21, 26, 29,
33, 36, 38, and 40 were analyzed for porosity and PSs 9, 15,
21, 24, 31, 33, 36, 38, and 40 were analyzed for grain size.
See Fig. 2 for the core locations. These cores indicate that the
sediment in the center of the mudpatch consists of silt, clay,
and sand with both horizontal and vertical spatial variability.
Silt is typically the dominant constituent but sand can become
dominant as depth increases. An extreme case of the latter is
shown in Fig. 11, where PC15 (collected near the center of the
SUS transect circles) exhibited a sharp transition to primarily
sand at 200 cm below the seafloor (bsf). A more typical example
for the center of the mudpatch is PC31, also shown in Fig. 11,
collected about 1 km south of PC15, where silt represents about
50% of the sediment by weight at all depths. Clay is the next
most-dominant constituent in the upper layers, at about 30% by
weight, but the relative proportion of clay decreases with depth

Fig. 11. Grain size fractions by weight for gravel, sand, silt, and clay are
shown versus the depth beneath seafloor for PSs 15 and 31. PC31 is a typical
core for the experimental site, whereas PC15 shows a sharp increase in sand
content below 200 cm.

Fig. 12. Mean grain size (left) and porosity (right) versus depth for all cores
is shown. The thicker curves are for PC15, illustrating how the sharp increase in
sand content below 200 cm is expressed as a sharp increase in mean grain size
(a decrease in φ) and a somewhat less sharp decrease in porosity. The sediment
properties are more uniform across all cores above 200 cm bsf with variability
increasing with depth.

while the relative proportion of sand increases. Gravel-sized
particles typically represented less than 1% by weight in all
cores.

Mean grain size and porosity for these cores is shown in
Fig. 12. The effect of the increased sand content below 200 cm
in PC15 (thicker curves) can be seen as sharp decreases in φ and
porosity. These results indicate that the upper 200 cm is more
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Fig. 13. Dependence of sound speed ratio on porosity and mean grain size
is shown. Historical data collected by Buckingham (2005) is shown with solid
black circles. The solid lines are polynomial fits to the data. The present average
of upper layer sound speed inferences within the center of the mudpatch (a sound
speed ratio of 0.9775) is shown with the ⊕ symbols at the mean porosity and
mean grain size observed within the upper 200 cm of the PSs. Figure adapted
from Ref. [56].

uniform, while spatial variability increases as depth increases.
The mean grain size averaged across these cores between 0 and
200 cm bsf is 6.33φ, which is equivalent to 12.4 μ m diameter.
The standard deviation of the core mean grain diameter was
2.0 μm. The mean porosity averaged across these cores between
0 and 200 cm bsf was 0.612 with a standard deviation of 0.02.
These mean grain parameters were used to compare the global
inferred sound speed ratio (0.9775) to historical sound speed
measurements in Fig. 13. The sound speed data shown in Fig. 13
is that collected in [56, Figs. 8 and 10]. The solid lines are
polynomial best-fit curves to the data. The results of the present
work are shown with the ⊕ symbols, and they are generally
consistent with the historical data, but fall near the lower sound
speed limit of the historical data, and below the best-fit curves. It
is important to note that since the historical data were obtained at
higher frequencies as compared to the current inference result,
one might ascribe the generally lower sound speed value to a
frequency dispersion mechanism such as that predicted by the
viscous grain shearing model [57].

We utilized the aforementioned measured physical properties
of the PS measurements made by Chaytor [19] to estimate the
sediment bulk grain modulus. To this end we identified the
ME point estimate as the Wood/Mallock sound speed c0 from
Wood’s equation [58], [59], which is the low-frequency limit
of the sediment sound speed. A note of caution is that since the
mud surface sound speed estimate was made using acoustic data
in the 25–275-Hz band this sound speed assignment is only an
approximation and can thus lead to a bias in estimating the bulk
grain modulus. The Wood/Mallock sound speed is

c0 =

√
K0

ρ0
(18)

where

1

(K0)
=

N

(Kw)
+

(1−N)

(Kg)
(19)

and

ρ0 = Nρw + (1−N)ρg (20)

where N , ρw, ρg , Kw, Kg are the sediment porosity, the den-
sity of seawater, the sediment grain density, the seawater bulk
modulus, and the sediment grain bulk modulus. The average
value of N , ρ0, and the grain size in the central region of
the Mudpatch are 0.612, 1600 kg/m3, and 6.33φ (12.4 μ m
diameter), respectively. The value of ρ0 is the same value used
for ρ1 in Section V-B; namely it is the experimental value of the
mud density. It is assumed that the pore fluid is seawater with
ρw = 1030 kg/m3 andKw = 2.2242GPa. Solving for ρg in (20)
gives ρg = 2499.1 kg/m3. Then, (18) gives K0 = 3.3014 GPa.
From (19), Kg is approximately 13.98 GPa, which is character-
istic of kaolinite.

VI. DISCUSSION AND CONCLUSION

In March–April 2017, acoustic remote sensing measurements
were made in an area called the New England Mudpatch for the
purpose of inferring the physical properties of a fine-grained
sediment with a large degree of horizontal variability over a
360-km2 area. This paper focused on an analysis of a portion of
the acoustic data generated by the deployment of SUS MK-64
explosive sources on two circular tracks of 2 and 4 km with an
acoustic array at the center. A maximum entropy method utilized
full waveform inversion of the received pressure time series
from multiple data samples to infer the marginal probability
distributions for the surface sound speed and a sound speed
depth gradient of the fine-grained sediment. The sampling of the
range and azimuth-dependent layer sediment thicknesses were
constrained with a two-way travel time survey of the experimen-
tal area that related sediment thickness to sound speed in the
various layers. The range-dependence along each propagation
path was adequately addressed with a finite element PE equation
methodology. The application of the maximum entropy method
to 12 SUS data samples resulted in a point estimate of the sound
speed ratio of the fine grained sediment of about 0.9775 or a
surface sound speed prediction of about 1436.4 m/s. The solution
was also characterized by a large sound speed gradient, about
9.5 1/s. The USGS PS measurements were combined with the
ME estimate of the sound speed that provided the estimate of
13.981 GPa for the grain bulk modulus, which is characteristic
of kaolinite.

The characterization of the fine-grained sediment in the New
England Mudpatch appears significantly more complicated than
thick sediments. It possesses a high degree of spatial variability
that motivated the use of an effective geoacoustic model. The
effective sound speed gradient in the mud layer remains may
be the most perplexing characteristic in the SUS analyses. The
large gradients were clearly much higher than what one might
expect from deep sea thick mud sediments [41], [42] and from
other shallow water areas where the mud was known to have a
significant thickness. In such cases the expected gradients are
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1–2 1/s. An early preinversion observation was that if one did
not assume a linear gradient, then the inferred sound speed ratio
was around unity. There is a natural ambiguity between surface
sound speed and the gradient. But, as was found the gradients
appeared to have a limit as to its size, and distributions were
found for sound speed and gradient parameter values.

Because inversion solutions are by definition an effective
geoacoustic profile, it is possible that the sound speed gradient
does not have a physical basis. However, it is useful to try and
attempt to see if there is a correlation between an effective
parameter value and a physical description of the sediment. At
the risk of some speculation, possible insight into the inferred
sound-speed structure comes from some of the analysis on PSs,
suggesting that there is a 2–3-m transition interval above the mud
base that is a combination of silt and clay and medium-coarse
size quartz where the concentration of the sand increases rapidly
with increasing depth in the interval. This transition interval is
not of a fixed thickness and can be anything from absent to
several meters in thickness, depending on the location. Shells
and shell fragments of various sizes are present through this
interval. Below this is medium-coarse sand that varies in compo-
sition between 75% and 90%. Goff et al. [18] also provide some
evidence of the existence of a transition layer 2–3-m above the
mud base from an impedance analysis of the horizons within
the mud layer. A preliminary geological interpretation of the
apparent increase of acoustic impedance above the interface of
the fine-grained sediment and the sand interface is that due to a
dynamic sand base with a forcing function provided by storms,
the initial deposition of the Holocene fine-grained sediment was
mixed with coarser grain-size sands. This mixing occurred over a
time span during which about 2–3-m of sediment was deposited.
The dynamics of the sand decreased and the sand mixture sub-
sided, thus allowing the remainder of the fine-grained sediment
(about 8 m) to be deposited in a normal manner. Still, the issue
of the large effective gradient is an open scientific question.
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