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ABSTRACT

A multihome-capable transport layer protocol allows an application to transmit

data via multiple (disjoint) paths simultaneously, a scheme termed concurrent multipath

transfer (CMT). SCTP is an IETF-standardized transport layer protocol with built-in mul-

tihoming capability. In prior work, a CMT protocol using SCTP multihoming (termed

SCTP-based CMT) was proposed and investigated for improving application through-

put in wired networks. In that effort, SCTP-based CMT was studied in (bottleneck-

independent) wired networking scenarios with ns-2 simulations. This dissertation studies

SCTP-based CMT in two specific contexts using QualNet simulations: (i) CMT over

Multihop Wireless Networks (MWNs), and (ii) TCP-friendliness of CMT in the Internet.

CMT over MWNs: Given the recent advances in multiple-radio nodes, multi-

channel radios, and multi-path routing, more multihomed nodes are deployed in the wire-

less networks. This trend motivated us to study two specific issues in the context of CMT

over MWNs. The first issue concerns the performance of CMT over MWNs, where we

studied how the contention-induced losses and the wirelesschannel characteristics impact

the performance of CMT. We found that similar to the wired cases, CMT over MWNs

showed better performance than one single-homed SCTP association and even the ideal

AppStripe application, when the receiver buffer (rBuf) wasunconstrained. For the cases

of constrained rBuf, we showed that considering the bandwidth limitations of multihop

wireless networks compared to their wired counterparts, rBuf sizes bigger than 128 KB

can be sufficiently enough not to restrain the CMT performance. Overall, we concluded

that applications will benefit from using CMT in the MWNs context when they have suf-

ficiently large rBuf. The second issue concerns the acknowledgment (ACK) mechanism
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of CMT, where we investigated different design choices for the ACK mechanism of CMT

in MWN to mitigate the effects of contention-induced lossesin the multihop wireless

channels among data and ACK traffic. According to the ACK policy of the original CMT,

an ACK packet is sent to the path where the latest DATA packet arrives from. Therefore,

a CMT receiver may send ACKs packets to any one of the (return)paths. We evaluated

an alternative ACK policy which sends ACK packets to the same(return) path during the

entire association lifetime. We found out that especially as the multihop wireless path

gets longer and the number of simultaneous CMT sub-flows increases, the alternative

ACK policy shows better performance, even when the quality of the paths differ. This

is because the inter-flow interference (between the DATA andthe ACK packets) within a

CMT flow using the alternative ACK policy is less than the inter-flow interference within

a CMT flow with the original ACK policy, which causes the aggregated sending rate of

the CMT flow using the alternative ACK policy to become higherthan the aggregated

sending rate of the CMT flow using the original CMT ACK policy.

TCP-friendliness of CMT: TCP has been the de facto transportlayer protocol used

for reliable communications in the Internet. Following theInternet’s infamous congestion

collapse in the late 80s, congestion control algorithms were incorporated into TCP. The

doctrine of TCP-friendliness then appeared at the end of 90sas a response to the increase

of non-TCP traffic in the Internet to protect the health and stability of the Internet. The

TCP-friendliness doctrine states that the sending rate of anon-TCP flow should be ap-

proximately the same as that of a TCP-flow under the same conditions (RTT and packet

loss rate). In addition, the doctrine states that non-TCP transport layer protocols should

implement some form of congestion control to prevent congestion collapse. However, re-

cent developments of multihoming and CMT challenge this traditional definition of TCP-

friendliness which was introduced for single-homed (single-path) end-to-end connections.

In this dissertation, we surveyed historical developmentsof the TCP-friendliness concept

and argued that the original TCP-friendliness doctrine should be extended to incorporate
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multihoming and SCTP-based CMT. Since CMT is based on (single-homed) SCTP, as a

first step, we investigated TCP-friendliness of single-homed SCTP. We discovered that

although SCTP’s congestion control mechanisms were intended to be “similar” to TCP’s,

being a newer protocol, SCTP specification has some of the proposed TCP enhancements

already incorporated which results in SCTP performing better than TCP. Therefore, SCTP

can obtain larger share of the bandwidth when competing witha TCP flavor that does

not have similar enhancements. We concluded that SCTP is TCP-friendly but achieves

higher throughput than TCP, due to SCTP’s better loss recovery mechanisms just as TCP-

SACK or TCP-Reno performs better than TCP-Tahoe. Then, we designed an experimen-

tal framework to investigate the TCP-friendliness of CMT according to the traditional

doctrine of TCP-friendliness. Via QualNet simulations, wemeasured the sending rate of

one two-homed CMT flow (containing two CMT subflows) and two SCTP flows and the

impact of CMT and two SCTP flows on the other TCP flows in the network while sharing

a tight link. We found out that one two-homed CMT associationhas similar or worse per-

formance (for smaller number of competing TCP flows) than theaggregated performance

of two independent, single-homed SCTP associations while sharing the link with other

TCP connections, for the reason that a CMT flow creates a burstier data traffic than inde-

pendent SCTP flows. When compared to the aggregated performance of two-independent

TCP connections, one two-homed CMT obtains higher share of the tight link bandwidth

because of better loss recovery mechanisms in CMT (as CMT inherits all the built-in TCP

enhancements in SCTP). In addition, sharing of ACK information makes CMT more re-

silient to losses. Although CMT obtains higher throughput than two independent TCP

flows, CMT’s AIMD-based congestion control mechanism allows other TCP flows to co-

exist in the network. Therefore, we concluded that CMT is TCP-friendly, similar to two

TCP-Reno flows are TCP-friendly when compared to two TCP-Tahoe flows.

To facilitate the above research, we developed SCTP and SCTP-based CMT simu-

lation modules in the QualNet network simulator. We also cross-checked the correctness

xix



of our SCTP QualNet module with SCTP ns-2 module using wired networking scenar-

ios. We showed that though these two simulators are different, the performance trends

between the ns-2 and the QualNet implementations are similar, validating the QualNet

implementation of SCTP and CMT.
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Chapter 1

INTRODUCTION

A host ismultihomed, if the host has multiple network addresses [29]. We are

seeing more multihomed hosts connected to the networks and the Internet. For instance,

PCs with one Ethernet card and one wireless card, and cell phones with dual Wi-Fi and 3G

interfaces are already common realities. Nodes with multiple radios and radios operating

over multiple channels are being deployed [1, 2]. In addition, Wi-Fi wireless interface

cards became so cheap that nodes with multiple Wi-Fi cards and wireless mesh networks

(or testbeds) with multiple radios become practical [76, 92].

A transport protocol supports multihoming, if it allows multihomed hosts at the

end(s) of a single transport layer connection. That is, amultihome-capable transport

protocol allows aset of network addresses, instead of a single network address, at the

connection end points. When each network address is bound toa different network in-

terface card connected to a different physical network, multiple physical communication

paths become available between a source host and a destination host (Figure 1.1).

A multihome-capable transport protocol can accommodatemultiple pathsbetween

a source host and a destination host within asingletransport connection. Therefore, tech-

nically, a multihomed transport protocol allows simultaneous transfer of application data

through different paths from a source host to a destination host, a scheme termedCon-

current Multipath Transfer (CMT). Network applications can benefit from CMT in many

ways such as fault-tolerance, bandwidth aggregation, and increased application through-

put.

1



Figure 1.1: Example of multihoming (with multiple disjoint paths)

The current transport layer workhorses of the Internet, TCPand UDP, do not sup-

port multihoming. However, theStream Control Transmission Protocol (SCTP)[98, 99]

has built-in multihoming support. Since SCTP supports multihoming natively, SCTP has

the capability to realize CMT for the network applications.In this dissertation, we study

SCTP-based CMT [63] in two research contexts: multihop wireless networks (MWNs)

and TCP-friendliness in the Internet.

The following section (Section 1.1) presents a primer on SCTP, followed by the

scope of the problems studied in this dissertation (Section1.2). We conclude this chapter

by describing the organization of the dissertation in Section 1.3.

1.1 SCTP Primer

SCTP was originally designed to transport telephony signaling messages over IP

networks. Later on, SCTP, supported by IETF, was found useful as a general purpose, re-

liable transport protocol for the Internet. SCTP provides services similar to TCP’s (such

as connection-oriented reliable data transfer, ordered data delivery, window-based and

TCP-friendly congestion control, flow control) and UDP’s (such as unordered data de-

livery, message-oriented). In addition, SCTP provides other services neither TCP nor
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UDP offers (such as multihoming, multistreaming, protection against SYN flooding at-

tacks) [100]. In the SCTP jargon, a transport layer connection is called anassociation.

Each SCTP packet, or generally calledSCTP protocol data unit (SCTP-PDU), contains

an SCTPcommon headerand multiple data or controlchunks1.

1.1.1 SCTP Multihoming

One of the most innovative features of SCTP is its built-in multihoming capability

where an association can be established between asetof local and asetof remote IP ad-

dresses as opposed to asinglelocal and asingleremote IP address as in a TCP connection.

In an SCTP association, each SCTP endpoint choosesa single port. Although multiple

IP addresses are possible to reach one SCTP endpoint, only one of the IP addresses is

specified as theprimary IP address to transmit data to the destination endpoint.

Thereachabilityof the multiple destination addresses are monitored by SCTPwith

periodicheartbeatcontrol chunks sent to the destination IP addresses. The application

data is sentonly to the primary destination address of an SCTP endpoint. However, if the

primary address of an SCTP endpoint fails, one of the alternate destination addresses is

chosen to transmit the data dynamically, a process termedSCTP failover.

In Figure 1.1, both Host A and Host B have two network interfaces, where each

interface has one single IP address A1, A2 and B1, B2, respectively. Each interface is con-

nected to a separate (i.e., physically disjoint) network (Network1 and Network2). There-

fore, two end-to-end paths exist between Host A and Host B (A1to B1 and A2 to B2). One

SCTP association accommodates all of the IP addresses of each host and multiple paths

between the hosts as follows:([ A1, A2 : port A], [B1, B2 : port B]). Note that, two

different TCP connections are needed to accommodate all theIP addresses and the two

paths in the same figure, namely([ A1 : port A], [B1 : port B]) and([ A2 : port A], [B2 :

port B]).

1 Formats of SCTP-PDU, common header, data chunk, and some of the control chunks
are presented in Appendix E.
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1.1.2 Concurrent Multipath Transfer (CMT) with SCTP

Although the standard SCTP [98] supports multiple IP addresses to reach a des-

tination host, only one of the IP addresses, namedthe primary IP address, is used as

a destination at any time, to originally transmit application data to a destination host.

The IP addresses other than the primary IP address are only used for retransmitting data

during failover for the purpose of fault tolerance. Therefore, in reality, the standard

SCTP does not fully utilize its potential to facilitate CMT for applications. Research

efforts on the concurrent use of the multiple paths within anSCTP association continue

[33, 44, 60, 75, 88, 108]. The SCTP-based CMT2 proposed by Iyengar et. al. [60, 63] is

the first SCTP research effort aiming to increase application throughput through concur-

rency.

Because paths may have different end-to-end delays,naively3 transmitting data

to multiple destination addresses (over different paths) within an SCTP association will

often result in out-of-order arrivals at a multihomed SCTP receiver. Out-of-order arrivals

have negative effects on SCTP throughput due to spurious fast retransmissions, and pre-

vent congestion window growth even when ACKs continue arriving at the sender. CMT

[63] proposed the following three algorithms to mitigate the effects of reordering at the

receiver.

• Split Fast Retransmit (SFR) algorithm.Out-of-order arrivals at the receiver cause

the receiver to send duplicate SACKs or SACKs with gap ack blocks4 which in

turn cause spurious fast retransmissions at the sender. TheSFR algorithm addresses

this issue by introducing a virtual queue per destination and deducing the missing

2 From now on, any mention ofCMT, SCTP-based CMT, or SCTP CMTrefers to the
CMT proposed in [60, 63].

3 That is, simply using the standard SCTP without any modifications.
4 “Each Gap Ack Block acknowledges a subsequence of TSNs received following a

break in the sequence of received TSNs.” [98]
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reports per TSN (Transmission Sequence Number) correctly to prevent unnecessary

fast retransmissions.

• Cwnd Update for CMT (CUC) algorithm.The cwnd evolution algorithm of the

standard SCTP allows the cwnd of a path to be updated only whena new cumu-

lative ACK arrives at the sender. Therefore, with CMT when ACK packets with

unchanged cumulative ACKs (caused by the reordering due to the use of simulta-

neous paths) arrive at the sender, the cwnd value of the pathsis not updated. CUC

addresses this issue by tracking the latest TSN received in-order per destination and

hence avoids unnecessary reduction in the congestion window updates.

• Delayed ACK for CMT (DAC) algorithm.The standard SCTP employs a built-in

delayed SACK algorithm to reduce the ACK traffic. When reordering is observed at

the receiver, the delayed ack algorithm of the standard SCTPstates that the receiver

should immediately send an ACK without waiting any further.However, with CMT,

there is frequent reordering which will cause the ACK trafficnot to be delayed.

The DAC algorithm handles this issue by forcing the receiverto sometimes delay

sending ACKs even when reordering is observed at the receiver to help reducing

the ACK traffic.

The availability of multiple destination addresses in an SCTP association allows

an SCTP sender to select one destination address for the retransmissions. However, in

standard SCTP since only the primary destination address isused to send new data, there

is no sufficient information about the condition of all otherpaths. On the other hand, since

CMT simultaneously uses all the paths, a CMT sender maintains accurate information

regarding the condition of all the paths. Therefore, a CMT sender can better select a path

to send retransmissions. CMT includes the following retransmission policies.

• RTX-SAME: All of the retransmissions of a data chunk are always sent to the same

destination address that the original transmission of the data chunk is sent to.
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• RTX-CWND: A retransmission is sent to the active destination address with the

highest cwnd value.

• RTX-SSTHRESH: A retransmission is sent to the active destination address with

the highest ssthresh value.

• RTX-ASAP: A retransmission is sent to the active destination with space available

in the cwnd of the path, at the time of the retransmission.

1.2 Scope of the Dissertation

In this dissertation, we study SCTP CMT in two research contexts: multihop wire-

less networks (MWNs) and TCP-friendliness in the Internet.The following subsections

describe these two research efforts.

1.2.1 CMT over MWNs

In a MWN, nodes communicate with each other using wireless radios. Wireless

medium (air) is a common resource shared among the nodes and amedium access control

(MAC) protocol coordinates the access to the shared medium.In addition, communica-

tions between two end nodes go through multiple intermediate nodes (hops). Therefore,

each node in the network is also a relay (router) for the othernodes in the network.

Iyengar et. al. proposed an SCTP-based CMT [63, 60] to achieve increased ap-

plication throughput and studied the performance of CMT in various wired scenarios. In

this dissertation, we study STCP-based CMT over MWNs. Recent advances in multiple

radio nodes, multichannel radios [1, 2], and multipath routing protocols have fueled such

research.

In this dissertation, we investigate the performance of CMTin IEEE 802.11 [12]

based MWNs using QualNet simulations. In particular, we explore how contention-

induced losses and multihop forwarding impact applicationthroughput over CMT in the
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context of MWN. In addition to evaluating the performance ofthe original CMT algo-

rithms over MWNs, we also investigate how alternative designs in transmission of CMT

acknowledgments (ACK) impact the performance of CMT.

1.2.2 TCP-Friendliness with CMT

TCP is the de facto reliable transport protocol used in the Internet. Following

the infamous Internetcongestion collapsein 1986 [65], several congestion control al-

gorithms were incorporated into TCP to protect the stability and health of the Internet

[65]. As a direct response to widespread use of non-TCP transport protocols, the con-

cept ofTCP-friendlinessemerged [77]. Briefly, TCP-friendliness states that the sending

rate of a non-TCP flow should be approximately the same as thatof a TCP flow under

the same conditions (RTT and packet loss rate) [55]. In addition, a non-TCP transport

protocol should implement some form of congestion control to prevent congestion col-

lapse. Since 1990s, new developments, such as multihoming and CMT, challenge this

traditional definition of TCP-friendliness which was originally introduced for single-path

end-to-end connections. For instance, recently, there aresubstantial activities in the IETF

and the IRTF mailing lists (such astmrg, tsvwg, iccrg,andend2end-interest) discussing

the definition of TCP-friendliness and other related issues(such as compliance with TCP-

friendly congestion control algorithms, what can cause congestion collapse in the Internet,

Internet-friendly vs. TCP-friendly algorithms, fairnessof flow rate fairness).

In this dissertation, we survey the historical developmentof TCP-friendliness and

argue that the existing definition should be extended to incorporate SCTP CMT and mul-

tihoming. Since SCTP CMT is based on (single-homed) SCTP, wefirst investigate TCP-

friendliness of single-homed SCTP5. We then study TCP-friendliness of SCTP CMT ac-

cording to the traditional definition of TCP-friendliness [77] using QualNet simulations.

5 Note that, although SCTP has “similar” congestion control mechanisms as TCP, there
are subtle differences between (single-homed) SCTP and TCP.
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Figure 1.2: Organization of the dissertation

1.3 Organization of the Dissertation

The organization of this dissertation is depicted in Figure1.2. We study transport

layer multihoming, specifically SCTP multihoming and CMT, in two contexts, multihop

wireless networks (MWNs) and TCP-friendliness in the Internet.

Chapter 2 and Chapter 3 are related to the first context, MWNs.In Chapter 2,

we investigate the performance of SCTP CMT in the context of MWNs. We compare

the performance of CMT over MWNs vs. CMT over wired networks and study how

the characteristics of multihop wireless networks (such asmultihop forwarding, hidden

terminals, and contention-based losses) impact the performance of CMT. In the following

chapter (Chapter 3), we focus on ACK mechanisms of CMT and evaluate alternative

designs when sending ACKs to the CMT sender in the context of MWNs.

The following two chapters, Chapter 4 and 5, are related to the second context,

TCP-friendliness in the Internet. The original design goalof SCTP CMT was to have

application throughput at least as high as the aggregated application throughput of multi-

ple independent (single-homed) SCTP associations. Note that, Iyengar et. al. studied the

performance of CMT only in bottleneck-independent, wired network topologies. How-

ever, the aggressiveness of SCTP CMT without the assumptionof bottleneck-independent
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topology is still unknown. As a first step in understanding TCP-friendliness of SCTP

CMT, we investigate TCP-friendliness of single-homed SCTPin a sharedtight link [66]

topology in Chapter 4. In Chapter 5, we study TCP-friendliness of CMT.

To facilitate our research, we implemented SCTP with various extensions of SCTP

and SCTP CMT in the QualNet network simulator [3]. Chapter 6 describes the imple-

mented SCTP QualNet module [21]. We also cross-checked the SCTP QualNet module

with the SCTP ns-2 module in wired simulation scenarios to validate the correctness of

the SCTP QualNet module.

Finally, Chapter 7 summarizes the contributions of the dissertation and future re-

search plan.
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Chapter 2

PERFORMANCE OF CMT OVER MWNS

In this chapter, we study the performance of CMT over multihop wireless net-

works (MWNs) [26]. We first describe our problem in Section 2.1. In Section 2.2, we

give a background on the IEEE 802.11 DCF MAC protocol. Section 2.3 presents our

simulation design followed by the hypotheses to be validated and the analysis of the sim-

ulation results in Section 2.4. Section 2.5 discusses related work. Section 2.6 concludes

the chapter.

2.1 Problem Statement

Iyengar et. al. proposed a CMT protocol using SCTP multihoming to improve

application throughput, and studied the performance of CMTover wired networks us-

ing ns-2 simulations. Given advances in multi-radio nodes,multichannel radios [1, 2],

and multipath routing, more multihomed nodes are deployed in wireless networks, which

motivates us to study SCTP-based CMT over wireless networks. In particular, we investi-

gate application throughput of SCTP-based CMT over static IEEE 802.11-based multihop

wireless networks using QualNet simulations. In this work,we considered a specific type

of MWNs, where (i) all the nodes are stationary, (ii) there isno connection to a wired

network or the Internet, and (ii) the medium access is orchestrated by the IEEE 802.11

DCF MAC protocol [12]. Such MWNs are motivated bycommunity mesh networks[13],

for instance. Within a community mesh network, although some of the nodes are di-

rectly connected to the Internet, nodes may directly communicate among each other over

multihop paths to engage in peer-to-peer interactions.
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is one type of network that motivates our CONfiguration. Someof the nodes

within a community mesh network are connected to the Internet, but other nodes may

talk to each other directly over multihop paths. We can consider a scenario where one

neighbor node is downloading a file from another neighbor without the need to connect

to the Internet.

2.2 Background

This section describes the details of the IEEE 802.11 DCF MACprotocol.

2.2.1 IEEE 802.11 DCF Primer

In wireless networks, spectrum is a shared and scarce resource that demands con-

trolled access. The IEEE 802.11 Distributed Coordination Function (DCF) MAC protocol

[12] is thede factomedium access standard used in (multihop) wireless networks.

IEEE 802.11 DCF is basically a carrier sense multiple access(CSMA) scheme

with collision avoidance (CA) and positive acknowledgments (M-ACKs1). A node want-

ing to transmit data (M-DATA2) first senses the medium, termedphysical carrier sensing.

If the medium is not being used by the transmissions of other nodes, the node transmits

its M-DATA. The receiver responds with an M-ACK after receiving the M-DATA. IEEE

802.11 DCF also usesvirtual carrier sensingfor collision avoidance. Basically, each

IEEE 802.11 DCF PDU contains a duration field indicating how long it will take the

sender node to transmit its M-PDU. Other nodes overhearing the transmitted M-PDU,

look at the duration field and determine the minimum time thatthey need to defer their

transmissions (maintained in the network allocation vector (NAV) of each node). IEEE

802.11 DCF also includes an optional RTS/CTS mechanism to reserve the channel be-

fore any M-DATA transmission. The sender node first sends an RTS (Request-To-Send)

1 M-ACK is an M-PDU carrying acknowledgements at the MAC layer. PDU stands
for protocol data unit andM-PDU stands for MAC layer PDU.

2 M-DATA is an M-PDU carrying data at the MAC layer.
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Figure 2.1: A multihop wireless chain topology.Node 4 is a hidden terminal for the
transmission from node 1 to node 2.

message up to a number of times3 to reserve the channel for its data transmission. If the

sender does not receive a CTS (Clear-To-Send) after some number of tries, the sender

drops the M-DATA and reports link failure to the upper layer.After getting a CTS, the

sender then transmits the M-DATA up to a number of times4 until the sender gets an M-

ACK from the receiver. If the sender does not receive an M-ACKafter so many tries, the

M-DATA is dropped and an error is reported to the upper layer.The RTS and CTS mes-

sages also include the duration of the entire transmission so that any other node hearing

the RTS/CTS exchange update its NAV accordingly to defer itstransmissions, if any.

2.2.2 Hidden Terminals and Spatial Channel Reuse

Even though IEEE 802.11 DCF employs the RTS/CTS mechanism, it is still prone

to thehidden terminal problem, which occurs due to the interference caused by another

transmission in the neighborhood of a receiver node. In Figure 2.1, each node in the chain

is equipped with an IEEE 802.11 wireless interface with transmission range of 250 meters

3 SHORT RETRY LIMIT
4 LONG RETRY LIMIT
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and carrier sensing (and interference) range of 550 meters5. Nodes are 200 meters apart

and each node can communicate only with its direct neighbors. Let’s assume that there

are two data transmissions in the network, one from node 1 to node 2 and the other from

node 4 to node 5. Before starting the data transmission, node1 sends an RTS to node 2,

node 2 responds with a CTS. Note that node 4 can not hear (decode) the RTS and CTS

messages because node 4 is outside the transmission range ofnodes 1 and 2. Therefore,

node 4 does not defer its transmission to node 5, while node 1 is transmitting to node 2.

Thus, transmission at node 4 interferes with the reception at node 2 (since node 2 is within

the interference range of node 4). Node 4 becomes a hidden terminal for the transmission

from node 1 to node 2 and causes the loss of data (contention-induced loss).

The interference relationship among the nodes due to hiddenterminals is the main

bottleneck of IEEE 802.11 based multihop wireless networks. In particular, the use of the

same channel by two different but simultaneous transmissions is possible only if the two

transmissions are not interfering with each other (spatial channel reuse). For instance,

in Fig. 2.1, transmissions between nodes 1 and 2 and between nodes 5 and 6 may occur

simultaneously, but transmissions between nodes 1 and 2 andbetween nodes 4 and 5 can

not happen at the same time.

2.3 Simulation Design

We implemented SCTP CMT in QualNet. Before running any CMT over MWNs,

we validated the correctness of our SCTP CMT QualNet module with the SCTP CMT ns-

2 module developed by A. Caro and J. Iyengar [32]. In this validation study, we repeated

a subset of the CMTover wired networksns-2 simulation experiments from [63] using

our SCTP CMT QualNet module. The results confirmed that our SCTP CMT QualNet

implementation is compatible to the SCTP CMT ns-2 implementation (please refer to

Chapter 6 , and specifically Section 6.2.1).

5 In a real wireless network, typically the transmission range is smaller than the inter-
ference (and sensing) range [106].
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Figure 2.2: Simulation Topology

We then evaluated the performance of CMT in the context of multihop wireless

networks using our SCTP CMT QualNet module6. We used a chain topology as depicted

in Figure 2.2. The nodes in the first chain carry backlogged data traffic via CMT or SCTP

associations. The second chain is to carry background traffic.

The first node in the first chain is the data source and the last node in the first chain

is the data sink. We vary the number of hops in the chain. Each node in the first chain is

equipped withtwo IEEE 802.11b wireless interfaces operating atdifferent frequencies

(freq1 and freq2) to ensuretwo independent (non-interfering) multihop wireless paths

between the source and the destination nodes on the first chain. Adjacent nodes in each

chain are located 300 meters away from each other. The transmission range is around

370 meters, the interference range is around 812 meters, andthe carrier sensing range is

around 520 meters for both of the wireless interfaces using the default values in QualNet

version 4.5.17. The data rate for IEEE 802.11b is 2 Mbps and the RTS/CTS mechanism

is on. Each SCTP data chunk carries 1000 bytes of applicationdata.

6 The simulations in this chapter are conducted using svn revision 1 of the CMT im-
plementation in QualNet 4.5.1.

7 Note that with these settings each node in the chains can communicate only with its
direct neighbors, but can interfere with the nodes up to 2 hops away.
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The second chain is 450 meters away from the first chain. Each node on the second

chain has onlyonewireless interface operating atfreq2, with the same wireless properties

as the second wireless interface of the nodes in the first chain. The number of nodes in

the second chain is the same as the number of nodes in the first chain for each simulation.

To create background traffic (i.e., interference) for the CMT subflow running on path 2

of the first chain, we send a CBR (Constant Bit Rate) traffic on the second chain for the

entire simulation time. The size of each CBR-PDU is 1000 bytes.

Although Figure 2.2 depicts one “physical” topology of MWNs, the following

three aspects of the topology allow us to draw general conclusions. First, the specific

chains of nodes represent a multihop topology. Second, the two orthogonal frequencies

used along the first chain of nodes represent two independentmultihop paths. Third, the

traffic on the second chain of nodes may be used to represent the aggregated interference

from neighboring nodes of other random topologies.

We used static routing in the simulations to eliminate any complications that might

be introduced by the routing on the performance of the transport layer. The size of IP

queue is set to be big enough to hold 50 SCTP-PDUs. Simulationtime is 420 seconds. We

measured the steady-state throughput at the receiving application between the 60th and

the 360th seconds of the simulations. Each data point on the graphs is an average of 30

runs with a 95% confidence interval. In the simulations, SCTPflows and CMT with DAC

employs delayed SACKs [29] with the delayed ACK factor of 2 (i.e., one T-ACK packet

per SCTP-PDU carrying data) and the maximum T-ACK delay of 200 milliseconds.

We compared CMT against three other schemes as introduced in[60].

• AwareApp: an application that always picks the SCTP association thatuses the

betterpath to send data (i.e., one single-homed SCTP association over path 1 of the

first chain in Figure 2.2).

• UnawareApp: an application that always picks the SCTP association thatuses the
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worst8 path to send data (i.e., one single-homed SCTP association over path 2 of

the first chain in Figure 2.2).

• AppStripe: an “ideal application” that has the best possible performance expected

by an application that stripes data perfectly over multiple(independent) paths. Es-

sentially, AppStripe represents the aggregated performance of multiple indepen-

dent SCTP associations running over different paths. Note that, in our simulations,

the throughput of AppStripe is the aggregated throughput ofAwareApp and Un-

awareApp.

We investigated the performance of CMT in two settings: (i) with unconstrained

receiver buffer (rBuf) at the transport layer (Section 2.4.1) and (ii) with constrained re-

ceiver buffer (Section 2.4.2). Our goal is to shed light on the following questions.

• How does CMT perform in MWNs as compared to AppStripe, AwareApp, and

UnawareApp? How is CMT’s performance in MWNs different fromor similar to

the CMT performance over wired networks and why (Section 2.4.1)?

• How influential the receiver buffer (rBuf) blocking problemis on the CMT per-

formance over MWNs? Does rBuf blocking still have a big impact on the CMT

performance over MWNs, as it does in the wired network case (Section 2.4.2)?

• How well do the RTX policies of CMT perform in MWNs especiallyunder the

constrained rBuf case (Section 2.4.2)?

2.4 Simulation Results and Analysis

In the following sub-sections, we present the simulation results for CMT over

MWNs, first with an unconstrained rBuf and then with a constrained rBuf.

8 Note that, the UnawareApp we defined in this dissertation is different from the Un-
awareApp introduced in [22], where the latter “sends data toone path selected from
a set of available paths with equal probability”.
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2.4.1 CMT with Unconstrained rBuf

CMT’s initial design goal was to obtain application throughput as good as the

throughput of AppStripe (i.e., one CMT association is performing as good as the aggre-

gated performance of multiple independent SCTP associations) [63]. However, studies

of CMT over wired networks showed that, when the receiver buffer is unconstrained, one

CMT flow performs better than the “ideal” data striping application AppStripe [63]. One

of the main reasons for the surprisingly better performanceof CMT in thewirednetworks

as compared to AppStripe is that a CMT flowshares a single sequence space9 across all

of the CMT subflows. Therefore, CMT T-ACKs10 returning from any of the paths to the

CMT sender can simultaneously acknowledge data in all of theCMT subflows running

over different paths (i.e., one T-ACK can increase the cwnd of all the CMT subflows

simultaneously). That is, CMT is more resilient to ACK losses on the reverse paths.

While investigating the performance of CMT over MWNs, our initial hypothesis

was that sharing the sequence space might not bring a clear advantage to CMT over

AppStripe. We believe that over MWNs, CMT and AppStripe willhavedifferentspatial

channel reuse because of the following two reasons (refer toFigure 2.3 by focusing on

the transport layer mechanics, i.e., the shaded rectangle area in the figure).

• (Hypo-1) Reduced interference between T-DATA and T-ACK packets:First of all, in

CMT, T-ACKs dynamically return fromanyof the paths to the CMT sender. While

T-ACKs are returning to the CMT sender from a path, T-ACKs only contend for

the channel with the T-DATA packets of the CMT subflow in that path. Whereas, in

AppStripe, each SCTP receiver returns T-ACKs to its corresponding SCTP sender.

That is, there is always contention between the T-ACKs and the T-DATAs of each

9 TSN (Transmission Sequence Number) space used for congestion control and
reliability.

10 T-ACKs stands for the ACK packets sent at the transport layer.
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Figure 2.3: CMT on the left: T-ACKs are sent to the CMT sender viaanyof the return
paths and acknowledge the data inall of the CMT subflows (i.e., one T-ACK
can increase the cwnd of all of the CMT subflows simultaneously). App-
Stripe on the right: T-ACKs areper SCTP association and acknowledge
only the data of the corresponding SCTP association.
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Figure 2.4: CMT vs. AppStripe, AwareApp, and UnawareApp with unconstrained rBuf
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independent SCTP flow. Therefore, when we consider the channel contention be-

tween the T-DATA and the T-ACK packets, CMT hasa better spatial channel reuse

across all the paths compared to the aggregated spatial channel reuse of AppStripe

subflows running across different paths. This is a clear advantage for CMT.

• (Hypo-2) Increased self-interference between T-DATA packets: However, since

CMT T-ACKs simultaneously acknowledge multiple CMT subflows, the cwnd of

each CMT subflow can growmore and fastercompared to the cwnd growth of each

independent SCTP flow. Cwnd growth reduces the spatial channel reuse (because

as cwnd grows, more T-DATA packets are injected into the network and hence more

T-DATA packets compete for the channel along the data forwarding path). Cwnd

growth can cause performance degradation in TCP when the cwnd of TCP grows

beyond the optimal value [59]11. Therefore, extra increase in cwnd of each CMT

subflow might hurt the throughput of each CMT subflow and hencemight hurt the

overall throughput of CMT compared to AppStripe.

Therefore,sequence space sharingcan either increase (as explained inHypo-1

above) or decrease (as explained inHypo-2 above) the spatial channel reuse of CMT

compared to AppStripe. Hence, the throughput of an application over CMT could be

higher or lower compared to the throughput of AppStripe.

We have evaluated the performance of CMT with RTX-SAME, RTX-CWND, and

RTX-SSTHRESH retransmission policies. Simulation results with unconstrained rBuf

size for 4-, 8-, and 16-hop topologies are presented in Figure 2.4. We have the following

observations.

• The throughput of CMT over MWNs is≥ the throughput of AppStripe (i.e., aggre-

gated throughput of AwareApp+ UnawareApp). This is similar to the wired case

11 A single-homed SCTP also showssimilar symptoms [107] since SCTP’s congestion
control mechanics is “similar” to TCP’s.
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Table 2.1: CMT (with RTX-CWND) vs. AppStripe for unconstrained rBuf
0 CBR pkts/sec 8 CBR pkts/sec 24 CBR pkts/sec

4-hop 4.20 % 5.31 % 10.55 %
8-hop 6.55 % 9.48 % 17.88 %
16-hop 9.61 % 14.91 % 28.44 %
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Figure 2.5: Average cwnd growths for the flows

as reported in [60]. Table 2.1 shows how much CMT outperformsAppStripe, as

the number of hops and the loss (interference) in path 2 increases. The values in the

table were calculated for CMT with the RTX-CWND policy, using Equation 2.1.

(C MT throughput− AppStr ipe throughput) ∗ 100

AppStr ipe throughput
(2.1)

• Since we observed that CMT’s throughput is≥ AppStripe’s in MWNs, we wanted

to checkHypo-2further by examining several traces to understand how the cwnd’s

of CMT flow, AppStripe flow, and their subflows grow. Figure 2.5shows a progres-

sion of the average cwnd’s under moderate background traffic(8 CBR pkts/sec)
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for a 16-hop configuration. What we observe in this figure is that cwnd of CMT

subflow 1 grows slightly more (less than one data packet size)than cwnd of the

SCTP flow on path 1. In the same way, cwnd of CMT subflow 2 grows slightly

more than the cwnd of the SCTP flow on path 2. As we stated inHypo-2, cwnd’s

of the CMT subflows grow more and faster compared to cwnd of thecorresponding

AppStripe subflows. However, for our simulation configurations, cwnd growth is

not wild enough to hurt the throughput of individual CMT subflows. Hence, the

overall cwnd growth of the CMT flow becomes more (almost one data packet size)

than the cwnd growth of AppStripe, which leads to higher throughput for CMT.

• As the number of hops increases, the throughput of CMT, AppStripe, AwareApp,

and UnawareApp all get smaller. We speculate that the main reason for throughput

degradation is that the throughput of an SCTP association12 decreases as RTT and

loss rate of the path increase. Each hop increases RTT. In addition, as the number

of hops increases, the simultaneous transmissions on the chain increase, and hence

the contention for the channel (and loss rate of the path) increases.

2.4.2 CMT with Constrained rBuf

Next, we investigated the performance of CMT over MWNs with alimited rBuf

size. Smaller rBuf sizes can be a performance bottleneck forCMT due to therBuf block-

ing problem. The rBuf blocking problem of CMT is explained in [60]. A CMT data

receiver maintains a single receiver buffer which is sharedamong CMT subflows. The

receiver uses the rBuf (i) to store the application data arriving out-of-order and (ii) to

store the data that the application is not ready to consume. To help flow control, a data

receiver sends information about available rBuf space to the data sender, using thearwnd

(advertised receive window) field in the SACK chunks. A data sender then calculates

peer Rwnd value of the association using (i) theawrnd value in the SACKs and (ii) the

12 is similar to the throughput of a TCP connection [86].
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data that is sent but not yet acked. Data sender uses thepeer Rwnd to determine how

much more data the rBuf at the receiver can hold. The sending rate of pathi (destination

addressi ) at the data sender is then set tomin(cwndi , peer Rwnd)13.

As the receiver keeps data arriving out-of-order, from different paths at the rBuf,

the available rBuf space shrinks. While the receiver is waiting for missing data to come,

out-of-order data can not be delivered to the application. In the meantime, the CMT

sender calculates thepeer Rwnd to be very small or zero. This means the sending rate

of anyCMT subflow becomes very small or zero. Therefore, the data sending rate of the

entireCMT association drops to zero, preventing CMT from sending data via any of the

paths.

The rBuf blocking problem is unavoidable for CMT, especially if the rBuf size

is small, or the delay, loss, or bandwidth characteristics of the paths CMT subflows run

through differ greatly. We investigated the CMT performance for 128, 64, 32, and 16 KB

rBuf sizes under light to heavy background traffic on path 2. The results for 64 KB, 32

KB, and 16 KB rBuf are depicted in Figures 2.6, 2.7, and 2.8, respectively. We observe

the following.

• As the rBuf size gets smaller, rBuf becomes a larger limitingfactor in the overall

CMT performance (comparing 64 KB vs. 16 KB configurations). In addition, it

seems CMT is especially sensitive to the shorter hop (RTT) configurations (com-

paring 4 hop vs. 16 hop configurations). We did not see any deterioration in CMT

throughput for the 128 KB rBuf except for the RTX-SAME under heavy back-

ground traffic (results are not presented here). Therefore,for the configurations

studied in this dissertation, 128 KB seems to be a proper value for a rBuf size.

• Another comment is about the performance of the RTX policiesof CMT over

MWNs. The selection of a RTX policy is particularly important for the constrained

13 An SCTP CMT sender maintains cwndper destination address.
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Figure 2.6: CMT with 64 KB rBuf vs. CMT(RTX-CWND) with unconstrained rBuf
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Figure 2.7: CMT with 32 KB rBuf vs. CMT(RTX-CWND) with unconstrained rBuf
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Figure 2.8: CMT with 16 KB rBuf vs. CMT(RTX-CWND) with unconstrained rBuf
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rBuf cases. This is because making sure that the retransmissions reach the receiver

as early as possible and with minimal loss increases data delivery rate to the re-

ceiver application, which in turn empties the rBuf at the receiver faster. Iyengar

et. al. studied the impact of RTX policies and rBuf blocking in [62, 61]. They

concluded that rBuf blocking is unavoidable for CMT but the rBuf blocking prob-

lem can be mitigated with the selection of a proper RTX policy. They showed that

CMT benefits more fromloss based RTX policies(such as RTX-CWND and RTX-

SSTHRESH) than the RTX-SAME policy. Basically, with a loss based RTX policy,

retransmission of a data chunk is sent to the lowest loss pathamong all of the avail-

able paths. They suggested using cwnd (and ssthresh) of a path to approximate

the loss rate of the path in the wired networks. That is, with the RTX-CWND (or

RTX-SSTHRESH) policy, a retransmission of a data chunk is sent to the path with

the highest cwnd (or ssthresh) value. We observed that for light to medium back-

ground traffic (0-8 CBR pkts/sec on path 2), RTX-CWND (or RTX-SSTHRESH)

shows similar or slightly worse performance than RTX-SAME.However, under

heavy background traffic (24 CBR pkts/sec), RTX-SAME is clearly worse than

RTX-CWND (or RTX-SSTHRESH) especially as hop count (RTT) increases14. In

addition, we observed that under heavy background traffic RTX-CWND is slightly

better than RTX-SSTHRESH for longer hops. We speculate thatthis is because

cwnd is a faster moving value compared to ssthresh and hence can keep up with the

channel condition better.

2.5 Related Work

Understanding TCP and (single-homed) SCTP performance over MWNs is im-

portant to understand the performance of SCTP-based CMT in MWNs. The performance

of TCP in IEEE 802.11 based multihop wireless networks has been studied extensively

14 Similar to the reports in [61] for CMT over wired networks.
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[59, 106, 36, 70]. In their seminal paper, Fu et. al. [59] discussed location-dependent con-

tention and spatial channel reuse. The paper shows that the main reason for the losses TCP

experiences in an IEEE 802.11 DCF based multihop wireless network is the contention-

induced losses at the link-layer rather than the buffer overflow at the intermediate routers.

They studied the TCP throughput both with ns-2 simulations and real network experi-

ments, and showed that TCP’s throughput is the highest when TCP operates at a specific

window size that allows the best spatial channel reuse. However, cwnd of a TCP connec-

tion typically grows beyond this window size which in turn reduces the spatial channel

reuse and hence causes the TCP connection to experience a below-optimal performance.

They showed that for a simple chain topology the optimal value for the cwnd of a TCP

flow to achieve the highest TCP throughput is h/4 (h is the number of hops) in a string

topology. Kawadia et. al. [70] studied the performance of TCP in a real indoor exper-

imental testbed with off-the-shelf IEEE 802.11b cards, andpresented results similar to

[59]. As TCP and single-homed SCTP use “similar” congestioncontrol and flow control

mechamisms, very few papers reported the performance of a single-homed SCTP over

multihop wireless networks [107].

In addition to the SCTP-based CMT studied in this dissertation, there are other

proposals aiming to exploit multihoming of SCTP to allow transmission of data through

multiple paths simultaneously. IPCC-SCTP [108], LS-SCTP [44], SBPP-SCTP and West-

wood SCTP [33, 88], WISE-SCTP [58], and cmpSCTP [75] are someof these efforts. To

our best knowledge, none of these SCTP-based proposals or any other multihome-capable

transport protocol is studied in the context ofmultihopwireless networks.

2.6 Summary and Conclusions

In this chapter, we studied the performance of SCTP-based CMT over IEEE 802.11

based MWNs with two configurations: without limiting the rBuf (receiver buffer) size and

with limited rBuf. We compared our results with those of CMT over wired networks [60]

to get insights on how influential the characteristics of multihop wireless networks (e.g.:
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performance. We found that similar to the wired cases, CMT over MWNs shows better

performance than a single SCTP association and even the ideal AppStripe application,

when the rBuf is not constrained. For the cases of constrained rBuf, we showed that

considering the bandwidth limitations of multihop wireless networks compared to their

wired counterparts, rBuf sizes≥ 128 KB can be sufficiently enough not to restrain the

CMT performance. In addition, loss-based RTX policies suchas RTX-CWND and RTX-

SSTHRESH were successfully mitigating the effects of rBuf blocking compared to the

RTX-SAME policy. Overall, we conclude that applications will benefit from using CMT

in the MWNs context when they have sufficiently large rBuf. contention-induced losses,

hidden terminals, limited bandwidth) are on the CMT
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Chapter 3

RECONSIDERING ACK POLICY OF CMT OVER MWNS

In the previous chapter, we studied the performance of CMT inthe context of

multihop wireless networks (MWNs). In this chapter, we specifically focus on the ac-

knowledgment (ACK) policy of CMT over MWNs. The organization of this chapter is

as follows. Sections 3.1 and 3.2 present the background and the problem statement, re-

spectively. Sections 3.3 and 3.4 describes our simulation design and results. Section 3.5

discusses other related work, and Section 3.6 summarizes our contributions.

3.1 Background

As mentioned in Section 2.2, IEEE 802.11 DCF is the de facto standard used in the

(multihop) wireless networks to mediate access to the medium (channel). Although IEEE

802.11 employs both physical and virtual carrier sensing, and RTS/CTS based channel

reservations to coordinate nodes’ access to the channel, IEEE 802.11 can not completely

eliminate the interference among nodes, the hidden terminal problem, and contention-

induced losses. Contention-induced losses in an MWN basically result from the network

topology and the flow pattern, and the TCP performance over MWNs is greatly decre-

mented by the contention-induced losses [36, 59, 70, 106]. In MWNs, T-DATA1 and

T-ACK2 packets of the same TCP connection self-compete for the samewireless chan-

nel. There are two aspects to this self-contention within a TCP connection.

1 T-DATA is a T-PDU carrying data at the transport layer.
2 T-ACK is a T-PDU carrying transport layer acknowledgments (ACK).
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• Intra-flow interference:The intra-flow interference occurs when T-DATA pack-

ets (flow) of a TCP connection traveling in the forward direction from the source

node to the destination node self-interfere among one another. Similarly, intra-flow

interference exists among the T-ACKs traveling in the reverse direction from the

destination node to the source node.

• Inter-flow interference:A TCP sender has a single destination address to send its T-

DATA packets. Assuming that single path routing is used, there is a single forward

path from the source node to the destination node to send T-DATA packets. Simi-

larly, a TCP receiver will have a single reverse path to send T-ACK packets. When

the forward and the reverse paths are the same or overlap3, inter-flow interference

occurs between the T-DATA flow and the T-ACK flow of the same TCPconnection,

traveling in opposite directions.

Inter-flow interference of TCP vs. CMT: In TCP, application data is sent as a

single T-DATA flow from a source node to a destination node. Whereas, in SCTP CMT,

application data is sent as simultaneous, multiple T-DATA flows from a source node to a

destination node. With multipath routing4, multiple forward paths may be created from

a source node to a destination node to send multiple T-DATA flows. A CMT sender

transmits T-DATA packets to all of the forward paths simultaneously, as much as the

cwnd of each destination address allows. A CMT receiver on the other hand sends a T-

ACK packet5 to whichever path thelatestT-DATA packet arrived from. For instance, if

3 Well-known, single path, wireless routing protocols such as AODV [87] and DSR
[68] produce the “same” or overlapping forward and reverse paths between two
nodes.

4 Multipath routing protocols such as [73, 78] can create multiple, disjoint paths be-
tween a source and destination pair.

5 Note that CMTsharesa single transmission sequence number (TSN) space across
all the CMT sub-flows. Therefore, a T-ACK packet for a CMT T-DATA flow can
acknowledge all the T-DATA packets sent by any CMT T-DATA sub-flow via any
one of the forward paths.
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the last T-DATA packet arrived to the CMT receiver from path 1, then a T-ACK packet

is returned via path 1 to the CMT sender (see left-side of Figure 2.3). Therefore, a CMT

T-ACK flow may interfere withany of the CMT T-DATA sub-flows (i.e., there exist an

inter-flow interference between a single T-ACK flow and multiple T-DATA sub-flows in

CMT).

3.2 Problem Statement

We reconsider the ACK policy of CMT in the context of MWNs. In particular, we

focus on reducing the inter-flow interference (between the T-DATA flows and the T-ACK

flow) of a CMT association. One observation is that, we can take advantage of availability

of multiple paths in a CMT association to reduce the inter-flow interference within a CMT

association.

As described above, the policy in the original CMT protocol is to return T-ACKs

via any one of the paths to the CMT sender. Therefore, the CMT T-ACK flow may

interfere with any one of the CMT T-DATA flows. An alternativepolicy would select

only oneof the return paths for transmitting T-ACKs during the lifetime of an association.

With the alternative policy, the T-ACK flow would only interfere with the T-DATA sub-

flow in that particular path.

We designed QualNet simulation scenarios to evaluate pros and cons of the two

policies. Our goal is to understand which policy is more beneficial and under what condi-

tions to reduceinter-flow interferencewithin a CMT association. The following sections

describe our simulation design, results, and analysis.

3.3 Simulation Design

We used QualNet 4.5.16 for simulations similar to what is presented in Section 2.3.

For each simulation design, we have a chain topology where each node is equipped with

6 We used svn revision 1 and 2 of the SCTP module in QualNet 4.5.1for the simula-
tions in this chapter.
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either one, two, or three IEEE 802.11b interfaces (radios) and radios equipped on a com-

mon node operate at orthogonal frequencies. We set up staticroutes to facilitate routing

between the radios operating at the same frequency. In this way, depending on the num-

ber of radios per node, we created one, two, or three disjoint(non-interfering) end-to-end

paths between a source node and a destination node. We use default7 wireless interface

parameter values in QualNet 4.5.1 which result in the transmission range around 370 me-

ters, the interference range around 812 meters, and the carrier sensing range around 520

meters for all the wireless interfaces. We set the distance between two neighboring nodes

in a chain to be 300 meters to allow communications between the direct neighbors. The

data rate for IEEE 802.11b is 2 Mbps and the RTS/CTS mechanismis on.

The first node in the chain is the data source while the last node is the data sink.

The source node sends data chunks of size 1000 bytes to the sink for the entire simulation

duration, continuously. The sending rate at the source nodeis not constrained by the

receiving application’s data consumption rate or by the receiver buffer size.

We also have a second chain of nodes used to create backgroundtraffic for some

of the end-to-end paths in the first chain. We used Constant Bit Rate (CBR) traffic as the

background traffic. The CBR chain is 450 meters aways from first chain. Each node in

the CBR chain has one IEEE 802.11b interface with the same properties (and the same

operational channel) as the 2nd or the 3rd wireless interface of the first chain. In this

configuration, the background traffic reduces the quality ofthe channel for the T-DATA

and the T-ACK flows running on path 2 or 3 of the first chain. CBR data packet size is

also 1000 bytes.

The IP queues are configured to hold up to 50 SCTP-PDUs of application data.

The simulation time is 420 seconds. We measured the steady-state throughput at the

receiving application between the 60th and 360th seconds ofthe simulations. Each data

7 The default wireless interface parameters in QualNet are based on the off-the-shelf
wireless cards (such as Compaq WL110, Air Lancer MC-11b, Siemens SpeedStream
SS1021, OrinocoLucent WaveLAN, and Microsoft MN-520).
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point on the graphs is an average of 30 runs with a 95% confidence interval. In the

simulations, SCTP and CMT use delayed SACKs [29] with the delayed ACK factor of 2

(i.e., one T-SACK packet for every other SCTP data packet) and the maximum T-ACK

delay of 200 milliseconds.

We compared the application throughput of CMT against two other transport

schemes, single-homed SCTP and multi-homed SCTP. We simulated one, two, and three-

path configurations in 4-, 8-, and 16-hop chain topologies. The topology and data flows in

one- and two-path schemes are depicted in Figure 3.1 while those of three-path schemes

are shown in Figure 3.2. To name each scheme,h is for homed, a is for acknowledgment,

d is for data, andP is for path. We have the following one-path schemes.

• 1hSCTP@P1: One single-homed SCTP association on path 1 as in Figure 3.1(a).

The T-DATA and the T-ACK flows of the SCTP association run on the same path 1.

Therefore, the inter-flow interference between the T-DATA and the T-ACK flows is

maximum in this scheme.

• 1hSCTP@P2: One single-homed SCTP association running on path 2 as in Figure

3.1(b). This is similar to 1hSCTP@P1, but there can also be CBR traffic on path 2

to worsen the channel condition of path 2.

The two-path schemes are the following.

• 2hSCTP-dP1-aP2: One two-homed SCTP association as in the SCTP standard

[98]. However, data (including retransmissions) is only transmitted via path 1,

while T-ACKs are only returned via path 2 – Figure 3.1(c).

• 2hSCTP-dP2-aP1: One two-homed SCTP association similar to 2hSCTP-dP1-

aP2. However, a T-DATA flow is on path 2 and a T-ACK flow is on path1 –

Figure 3.1(d).
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Figure 3.1: One and two-path schemes. Each wireless interface operating at a spe-
cific channel and each path is depicted with a different color. Solid-arrow
lines are T-DATA packets, and dashed arrow lines are T-ACK packets (a)
1hSCTP@P1 (b) 1hSCTP@P2 (c) 2hSCTP-dP1-aP2 (d) 2hCMT@P1P2
(this is the original CMT where T-ACKs can return fromany one of the
paths) (e) 2hCMT-dP1P2-aP1 (f) 2hCMT-dP1P2-aP2
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Figure 3.2: Three-path CMT schemes. (a) 3hCMT@P1P2P3 (b) 3hCMT-dP1P2P3-aP1
(c) 3hCMT-dP1P2P3-aP2 (d) 3hCMT-dP1P2P3-aP3 (e) 3hCMT-dP1P2-aP3

• 2hCMT@P1P2: One two-homed CMT association with two simultaneous T-DATA

flows on paths 1 and 2, respectively. T-ACKs can be sent to any one of the paths

1 and 2 – Figure 3.1(e). This is essentially the original CMT scheme as studied in

[60]. Therefore, the T-ACK flow of the CMT association may interfere with any

one of the T-DATA flow on paths 1 and 2.

• 2hCMT-dP1P2-aP1: One two-homed CMT association with two T-DATA flows

on paths 1 and 2, respectively. However, T-ACKs are only sentto path 1 – Figure

3.1(f). This way, the T-ACK flow may only interfere with the T-DATA flow on path

1.

• 2hCMT-dP1P2-aP2: Similar to 2hCMT-dP1P2-aP1, except that the T-ACK flow

may only interfere with the T-DATA flow on path 2 – Figure 3.1(g).
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We also simulated three-homed CMT schemes similar to the two-homed CMT

schemes, as mentioned above.3hCMT@P1P2P3is the original CMT with three T-DATA

sub-flows on three disjoint paths. In3hCMT-dP1P2P3-aP1, 3hCMT-dP1P2P3-aP2,

and3hCMT-dP1P2P3-aP3, there are three data sub-flows on three different paths but

only one return path is selected to send T-ACKs. Finally, in3hCMT-dP1P2-aP3, there

are only two T-DATA flows on paths 1 and 2, respectively while path 3 is completely

dedicated to the T-ACK flow (Figure 3.2).

We evaluated these schemes in two setups, (i) without background traffic where

we completely look into the self-interference relationships between the T-DATA and the

T-ACK flows within a scheme, and (ii) with background traffic,where the path quality of

the T-DATA sub-flows and the T-ACK flow differs.

3.4 Results and Analysis

We first investigated cases where there is no background traffic (Section 3.4.1).

Then, we studied the cases with background traffic (Section 3.4.2). We had the following

hypotheses before we investigated each case.

• Cases with no background traffic

– Comparing two schemes withdifferent number of T-DATA flows: The scheme

with a higher number of simultaneous T-DATA flows should perform bet-

ter (i.e., achieve higher application throughput). For instance, we expected

2hCMT schemes to perform better than 1hSCTP schemes. Similarly, 2hCMT

schemes should perform better than 2hSCTP-dP1-aP2.

– Comparing two schemes withthe same number of T-DATA flows: The scheme

with less inter-flow interference should perform better (i.e., achieve higher

application throughput). For instance, 2hSCTP-dP1-aP2 should perform bet-

ter than 1hSCTP schemes. Another example is that 2hCMT-dP1P2-aP1 (i.e.,
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2hCMT with a single T-ACK path) should perform better than 2hCMT@P1P2

(i.e., the original CMT).

• Cases with background traffic: Sending T-ACK flow of a CMT association to the

betterquality path should increase the performance of CMT.

3.4.1 No Background Traffic

The results without any background traffic are presented in Figure 3.3. As ex-

pected, there is no performance difference between 1hSCTP@P1 vs. 1hSCTP@P2, and

between 2hCMT-dP1P2-aP1 vs. 2hCMT-dP1P2-aP2, as path 1 andpath 2 have the same

quality (no background traffic in either path). Similar is true for 3hCMT-dP1P2P3-aP1

vs. 3hCMT-dP1P2P3-aP2 vs. 3hCMT-dP1P2P3-aP3, where paths1, 2 and 3 have the

same quality. Comparing CMT with the single- and the two-homed SCTP, we have the

following observations.
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Figure 3.3: Comparing one, two, and three path transport schemes when there is no
background traffic.
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Figure 3.4: Comparing CMT schemes where ACKs are sent to onlyone (2hCMT-
dP1P2-aP2, 3hCMT-dP1P2P3-aP3) vs.any of the paths (2hCMT@P1P2,
3hCMT@P1P2P3) as hop count increases (a) with no backgroundtraffic (b)
with background traffic on path 2 (for 2hCMT) or path 3 (for 3hCMT).

• 1hSCTP vs. 2hCMT: The throughput of the two-homed CMT schemes is double or

slightly more than double of the performance of the single-homed SCTP schemes

on path 1 or path 2. This result is expected, as the design goalof CMT is to have the

aggregated performance of multiple, independent, single-homed SCTP associations

running on multiple paths [60]8.

• 1hSCTP vs. 2hSCTP vs. 2hCMT: First of all, throughput of the two-homed SCTP

scheme 2hSCTP-dP1-aP2 (or 2hSCTP-dP2-aP1) is better than the throughput of

one-homed SCTP scheme 1hSCTP@P1 (or 1hSCTP@P2), as expected. In both

one- and two-homed SCTP schemes, there is a single T-DATA flowand a single

8 Also, refer to our previous work on the performance of CMT over MWNs [26], for
further details.
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T-ACK flow. However, in the two-homed SCTP schemes, each T-DATA and T-

ACK flow has a dedicated path. Therefore, interference between the T-DATA and

the T-ACK flows are eliminated. Whereas, in the single-homedSCTP schemes, the

same path is used for both T-DATA and T-ACK traffic and hence the interference

between the T-DATA and the T-ACK flows is maximum. Secondly, the throughput

of two-homed SCTP schemes is lower than the throughput of thetwo-homed CMT

schemes. The main reason is that, in two-homed CMT schemes, the application

data is sent intotwopaths simultaneously (i.e., there are two T-DATA flows), while

in two-homed SCTP schemes application data is transmitted via only one path.

• 2hCMT with a single ACK path vs. 2hCMT: Reviewing Figure 3.3, we observe that

for the 4-hop chain, 2hCMT@P1P2 has a higher throughput than2hCMT-dP1P2-

aP1 (or 2hCMT-dP1P2-aP2) by about 5.8%. However, as the hop count increases,

the throughput of 2hCMT@P1P2 decreases to the values below the throughput of

2hCMT-dP1P2-aP1 (or 2hCMT-dP1P2-aP2). We validated this trend with higher

numbers of hops as shown in Figure 3.4. The throughput of 2hCMT-dP1P2-aP2

eventually becomes about 16% higher than the throughput of 2hCMT@P1P2 for a

32-hop chain, when there is no background traffic.

We also compared the two- and the three-homed CMT schemes. The first obser-

vation is that, as expected, having three disjoint paths is more beneficial than having two

disjoint paths. Additional observations are as follows.

• 2hCMT vs. 3hCMT with two data paths: The 2hCMT schemes and the 3hCMT-

dP1P2-aP3 scheme have two T-DATA flows and a single T-ACK flow.However, in

3hCMT-dP1P2-aP3, the T-ACK flow has a dedicated path and hence does not inter-

fere with any of the T-DATA flows of the CMT association. This is the main reason

for the higher throughput of 3hCMT-dP1P2-aP3 compared to the other 2hCMT

schemes.
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• 3hCMT with a single ACK path vs. 3hCMT: We observe that the throughout of

3hCMT@P1P2P3 is about 6.5% higher than the throughput of 3hCMT-dP1P2P3-

aP1 (3hCMT-dP1P2P3-aP2, or 3hCMT-dP1P2P3-aP3), where theACK path is fixed

as path 1 (path 2, or path 3), for a 4-hop chain. However, as thenumber of

hops increases, the performance of 3hCMT-dP1P2P3-aP1 (3hCMT-dP1P2P3-aP2,

or 3hCMT-dP1P2P3-aP3) starts outperforming 3hCMT@P1P2P3. The results with

no background traffic and higher hop counts are shown in Figure 3.4(a). This is

similar to the case of 2hCMT@P1P2 vs. 2hCMT-dP1P2-aP1 (or 2hCMT-dP1P2-

aP2). However, in the three-path 3hCMT case, sending T-ACKsto a single path

is even more beneficial as the number of hops increases, compared to two-path

2hCMT. For a 32-hop chain, 3hCMT-dP1P2P3-aP3 has 38.8% morethroughput

than 3hCMT@P1P2P3.

In layman’s term, we conclude that for a CMT association overMWNs, sending

the T-ACK flow to asinglepath (i.e., the alternative ACK policy) is better than sending

the T-ACK flow toanyone of the paths (i.e., the original CMT ACK policy), especially

(i) as the number of hops increases, and (ii) as the number of simultaneous T-DATA

flows within a CMT flow increases. We checked the individual simulation runs to better

explain our conclusion. Figures 3.5 and 3.6 show the averagecongestion window growths

of the original CMT and the CMT with the alternative ACK policy for two-homed and

three-homed CMT associations, respectively, with short (4-hop) and long (32-hop) paths.

Comparing the average congestion windows in the figures, we conclude the following.

• Interflow-interference is the main factor that causes the performance difference be-

tween different CMT ACK policies. When the T-ACK flow is sent to only one path

(as in the alternative ACK policy), the T-ACK flow only affects the cwnd (and hence

the sending rate) of that particular path. On the other hand,when the T-ACK flow

is sent to any one of the paths (as in the original CMT case), T-ACK flow interferes
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Figure 3.5: Average congestion windows of two-homed original CMT (left-side) and the
CMT with alternative ACK policy (right-side) for 4-hop (top) and 32-hop
(bottom) paths
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Figure 3.6: Average congestion windows of three-homed original CMT (left-side) and
the CMT with the alternative ACK policy (right-side) for 4-hop (top) and
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with all the T-DATA flows of CMT and reduces the cwnd of all the T-DATA flows,

which may collectively decrease the performance of the CMT association.

• Comparing the performance of the original CMT and the CMT with the alternative

ACK policy in both shorter and longer paths: Longer multihopwireless paths have

higher delay and loss rates. Therefore, when running on longer paths, CMT sub-

flows have smaller sending windows9. CMT flows with smaller cwnd’s are more

sensitive to the (interference-induced) losses. Therefore, tampering with fewer

number of cwnds within a CMT association (as in the case of CMTwith the al-

ternative ACK policy) increases the sending rate.

• Comparing the performance of the original CMT and the CMT with the alternative

ACK policy with two or three CMT sub-flows: When the number of T-DATA flows

in a CMT association is higher, more T-DATA flows are affectedfrom the inter-flow

interference using the original CMT ACK scheme. Therefore,the overall perfor-

mance of the original CMT degrades.

3.4.2 With Background Traffic

The results with background traffic (8 CBR pkts/sec) in either path 2 (for one- and

two-homed schemes) or path 3 (for three-homed schemes) are depicted in Figure 3.7.

• Single-homed SCTP with background traffic: Comparing the throughput of 1hSCTP@P1

and 1hSCTP@P2, we validated that having background traffic in the path affects

SCTP throughput adversely.

• Two-homed SCTP with background traffic: When there is background traffic on

path 2, 2hSCTP-dP1-aP2 shows better performance than 2hSCTP-dP2-aP1. This

9 Similar to the sending rate of a TCP flow, sending rate of a CMT sub-flow is inversely
proportional to the RTT and the square root of loss [86].
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Figure 3.7: Comparing one, two, and three path transport schemes when there is back-
ground traffic in path 2 (for 2-homed schemes) or path 3 (for 3-homed
schemes).

suggests that a single-flow SCTP association is more sensitive to the data loss than

the ack loss.

• 2hCMT and 3hCMT with background traffic: Here, we studied sending ACKs to

thebetterpath vs. toanyof the paths for two- and three-homed CMT associations

– Figures 3.7 and 3.4(b). Comparing 2hCMT@P1P2 with 2hCMT-dP1P2-aP1, as

the hop count increases, it is more crucial to use the better path for sending ACKs.

2hCMT-dP1P2-aP1 shows 16% better performance than 2hCMT@P1P2 for a 32-

hop chain. Similarly, the throughput of 3hCMT-dP1P2P3-aP1is about 34% better

than the throughput of 3hCMT@P1P2P3.

3.5 Related Work

There are a few papers in the literature which studied theself-interference between

T-DATA and T-ACK flows of a TCP connection in multihop wireless networks. COPAS
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[38] is a routing scheme which modified the AODV routing protocol to create two dis-

joint paths between the sending and the receiving nodes. COPAS transmits TCP DATA

through one path from the sender to the receiver, while transmitting the ACK packets

through the other path from the receiver back to the sender. Since COPAS operates on a

singler-radio, single-channel network, the forward and the backward paths ends up inter-

fering with each other in the vicinity of both the source nodeand the destination node.

[105] also considers transmitting the T-DATA and the T-ACK packets of a TCP connec-

tion through disjoint paths between the source node and the destination node. Similar to

COPAS, [105] modifies AODV to create multiple disjoint pathsbetween the sender and

the receiver. Unlike COPAS though, their channel assignment and routing schemes work

with multiple radios per node running on orthogonal channels to reduce the intra-path

interference within a single path and inter-path interference between the multiple paths.

Note that both [38] and [105] use multipath routing schemes.However, applica-

tion data over TCP is transferred as a single T-DATA flow in a single path from the source

node to the destination node. In contrast, CMT transmits theapplication data as multiple

T-DATA flows from the source node to the destination node, andworks best when the

T-DATA paths are disjoint. Another option for an application over TCP is to transfer a

single T-DATA flow with multipath routing over multiple paths from the source to the des-

tination. However, multipath routing hurts the TCP performance since application data

on different paths may arrive at the same TCP receiver out of order. Out-of-order data

arrivals cause the receiver to send duplicate T-ACKs, whichresult in spurious retransmis-

sions at the TCP sender. On the other hand, CMT mitigate the effects of out-of-order data

arrivals over different paths at the CMT receiver. [27] tackled the TCP self-interference at

the MAC layer. The paper proposed two MAC layer schemes whichmodify IEEE 802.11

to reduce the intra-flow interference between the T-DATA (orT-ACK) packets and the

inter-flow interference between the T-DATA and the T-ACK packets.
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An enumeration of the multi-radio multi-channel multi-path multi-hop (m4) wire-

less networks is given in [103, 104]. In m4 networks, not only inter-path interference but

also intra-path interference is tackled by having the radios within a single path operate

at orthogonal channels. Of course, how much inter- and intra-path interference reduced

depends on how successful the proposed channel switching, channel assignment, and/or

routing protocols are [43, 95, 101, 103, 104]. In our CMT route setup, we used multiple

radios per node operating at orthogonal channels. In addition, radios within a path oper-

ate on the same channel (no channel switching and assignment). Therefore, we created

multiple disjoint paths with zero inter-path interference, but the intra-flow interference

within each path is maximum.

3.6 Summary and Conclusions

We study CMT over static IEEE 802.11-based multihop wireless networks (MWNs).

One observation is that the availability of multiple (return) paths within a single associa-

tion gives a CMT receiver an opportunity toselectthe transmission path of the returning

ACK packets. According to the ACK policy of the original CMT,an ACK packet is sent

to the path where the latest DATA packet arrives from. Therefore, a CMT receiver may

send ACKs packets toany one of the (return) paths. We evaluated an alternative ACK

policy which sends ACK packets to thesame(return) path during the entire association

lifetime. We found out that especially as the multihop wireless path gets longer and the

number of simultaneous CMT sub-flows increases, the alternative ACK policy shows bet-

ter performance, even when the quality of the paths differ. This is because the inter-flow

interference (between the DATA and the ACK packets) within aCMT flow using the al-

ternative ACK policy is less than the inter-flow interference within a CMT flow with the

original ACK policy, which causes to the aggregated sendingrate of the CMT flow using

the alternative ACK policy to become higher than the aggregated sending rate of the CMT

flow using the original CMT ACK policy.
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Chapter 4

TCP-FRIENDLINESS OF SINGLE-HOMED SCTP

This chapter investigates TCP-friendliness of single-homed SCTP via QualNet

simulations. The organization of the chapter is as follows.Section 4.1 reviews the back-

ground and the “formal” definition of TCP-friendliness. Section 4.2 states our motivation

to study TCP-friendliness of single-homed SCTP. Section 4.3 elaborates the differences

between the protocol specifications of TCP and SCTP as well asthe conformance of

QualNet TCP and SCTP simulation models with respect to the protocol specifications.

Sections 4.4 and 4.5 describe the experimental framework and results and analysis, re-

spectively. Section 4.6 reviews related work, and Section 4.7 concludes the chapter.

4.1 TCP-Friendliness: Background and Definition

In a computer network,congestionoccurs when the demand (load or traffic the

data sources pump into the network) is close to or larger thanthe network capacity. As a

result of congestion, (i) the network throughput in terms ofwhat the traffic sinks receive,

decreases even though the load in the network increases, (ii) the packet delay in the net-

work increases (as the router queues become longer), and (iii) packet loss increases (since

router queues become full and start dropping packets). Whenno action is taken to prevent

or reduce congestion, the network can be pushed into a state calledcongestion collapse,

where little or no useful end-to-end communication occurs.

Congestion collapse was first defined and described as a possible threat for TCP/IP-

based networks by Nagle in 1984 [81]. The first congestion collapse of the Internet was
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observed in 1986 when data throughput between Lawrence Berkeley Lab to UC Berke-

ley significantly dropped to pathetic levels [65]. The original TCP specification [89]

only included aflow controlmechanism to prevent a transport sender from overflowing a

transport receiver. TCP did not have any mechanism to reducethe (total traffic) load in

the network, when network is yielding signs of congestion. In 1988, V. Jacobson et. al.

proposed several algorithms (includingslow startandcongestion avoidance) based on the

conservation of packetsprinciple andAIMD (Additive Increase, Multiplicative Decrease)

mechanisms to address the TCP flaws to prevent congestion collapse [65].

The conservation of packets principle states that “once the system is in equilibrium

(i.e., running stably with full data transit rate), a new packet will not be put into the

network unless an old packet leaves the network” [65]. Jacobson usedACK clocking

to estimate if an old packet has left the network so that a new packet can be put into

the network. TCP’sslow startalgorithm helps TCP come to an equilibrium point (i.e.,

starting the ACK clocking) quickly by increasing the sending rate of the data source by

1 MSSper received T-ACK1. Once the system is in equilibrium, thecongestion avoidance

algorithm takes over. During congestion avoidance, if there is no sign of congestion

(i.e., no packet losses), a TCP source increases its sendingrate by(1 × MSS/cwnd) per

received ACK2 (what is calledadditive increase). When there is a sign of congestion

though, the TCP source reduces its sending rate to half of theprevious sending rate (what

is calledmultiplicative decrease). In their seminal paper [37], Chiu and Jain explain that

if all the traffic sources in the network obey the AIMD principle, the network will not have

congestion collapse and the bandwidth in the network will be“equally” shared among the

flows in the network. The TCP’s congestion control algorithms developed by Jacobson

1 That is during slow-start, TCP doubles its sending rate per RTT. Therefore, in contrast
to its name, during slow start TCP’s congestion window opensup exponentially.

2 Note that during the congestion avoidance phase, TCP congestion window is incre-
mented a total of 1 MSS per RTT, i.e., a linear increase.
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Figure 4.1: History of events that led to the doctrine of TCP-friendliness

were later revised and standardized by IETF as RFCs 2581 [18]and 2582 [51]3.

In 1980s the traffic in the Internet was mostly composed of applications running

over TCP. Therefore, the congestion control mechanisms of TCP (as explained above)

were sufficient to control the congestion in the Internet. However, as the Internet evolved,

non-TCP traffic (such as streaming and multimedia applications running over UDP) began

consuming a larger share of the overall Internet bandwidth,competing unfairly with the

TCP flows, and essentially threatening the Internet’s health and stability. As a response,

the notion ofTCP-friendlinessemerged [77].

Definition: The TCP-friendliness doctrine [55] states that“a non-TCP flow should

not consume more resources (bandwidth) than what a conforming TCP flow would con-

sume under the same conditions (segment size, loss, and RTT)” . In addition, a non-TCP

transport protocol should implement some form of congestion control to prevent conges-

tion collapse.

3 Note that RFC 2582 is obsoleted by RFC 3782 [52] in 2004.
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In 1997, Floyd and Mahdavi introduced theTCP-friendly equation4 [77] (Equa-

tion 4.1) which roughly calculates the bandwidth consumed by a TCP flow (conforming

with the TCP congestion control algorithms). In 1998, Padhye et. al. extended this equa-

tion to include timeout events [86]. Figure 4.1, summarizesthe chronology of events that

led to the doctrine of TCP-friendliness.

bandwidth consumed=
1.22∗ MSS

RT T ∗
√

loss
(4.1)

4.2 Motivation

This chapter studies TCP-friendliness of single-homed SCTP, and the experiments

conducted in this chapter aim to investigate the basic case where only onecompetingpair

of TCP and single-homed SCTP5 flows exist in the network. As mentioned earlier, one

of our main goals in this dissertation is to investigate “TCP-friendliness” of SCTP CMT

[63, 60]. Since CMT is based on single-homed SCTP, we believethat the first step in un-

derstanding TCP-friendliness of CMT is to understand TCP-friendliness of single-homed

SCTP. Therefore, the results in this chapter serve as the first step of the experimental

framework in Chapter 5. In addition, there exists little work in the literature about the

basics of SCTP vs. TCP in the context of TCP-friendliness. This work also intends to

bridge this gap. Furthermore, the comparison work in this chapter can also be considered

as a model for the question of“how to compare two transport protocols (especially from

the congestion control perspective)?”. In this chapter, we consider a topology where a

singletight link [66] is shared by the flows in the network.

4 Note that [28] defined another term calledTCP-compatible flow. However, based on
the definition given in the document, TCP-compatible flow is the same as what was
earlier defined as TCP-friendly in [77].

5 In this chapter, unless otherwise stated, SCTP refers tosingle-homedand single-
streamSCTP associations as in [98].
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4.3 SCTP vs. TCP Mechanics

SCTP’s congestion control algorithms are designed to be “similar” to TCP’s. How-

ever, there are subtle differences between the two that can make one transport protocol be-

have more aggressively than the other under certain circumstances. A few reports provide

the similarity and the differences between SCTP and TCP mechanisms [14, 15, 30, 100].

In this section, we highlightsomeof such subtle differences between single-homed SCTP

(based on RFC 4960 [98]) and TCP flavors (based on RFCs 2581 [18], 2582 [51], and

2018 [80]) that we believe are directly related to the discussion of TCP-friendliness.

1. Comparing Transport Protocol Overheads

• Transport PDU headers6– A TCP-PDU has 20 bytes of header (without any

options), whereas, an SCTP-PDU has 12 bytes of common headerplus (data

and/or control) chunk headers. For example, an SCTP data chunk header7 has

16 bytes. If an SCTP-PDU carries a single data chunk, the total header size

will be 28 bytes, which is 40% larger than the header of TCP-PDU (without

any options).

• Message-based vs. byte-based transmission– For SCTP, achunk is the ba-

sic unit of transmission. SCTP sender wraps each A-PDU in onechunk8.

SCTP receiver delivers each received A-PDU in the same way tothe receiv-

ing application. That is, SCTP preserves message (A-PDU) boundaries during

transmission and delivery. In contrast, TCP does byte-based transmission. A

TCP sender does not maintain message (A-PDU) boundaries, and for exam-

ple can concatenate the end portion of one A-PDU with the beginning portion

6 Format of TCP and SCTP PDU’s and headers are given in AppendixE.
7 Refer to Figure E.3 in Appendix E.
8 Note that, if the size of A-PDU is bigger than MTU, then an SCTPsender fragments

the A-PDU into multiple chunks. Then, the SCTP receiver reassembles the A-PDU
before delivering it to the receiving application.
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of another A-PDU as the bytes fit into one single TCP-segment (TCP-PDU)

during transmission. In the same way, a TCP receiver delivers some or all of

an A-PDU to the receiving application, with one system call.

The impact of message-based vs. byte-based transmission onthe relative per-

formance of SCTP vs. TCP is that, as A-PDU size decreases, theoverhead

of SCTP per A-PDU will increase compared to TCP9. However, for the sim-

ulations in this chapter, we try to make the SCTP and TCP to be as similar

as possible for the sake of TCP-friendliness discussion. Therefore, we do not

consider the impact of A-PDU size10.

• Transport protocol ACKs– SACK11 is a built-in feature in SCTP while TCP

needs to useSACK option[80]. SCTP defines a special chunk calledSACK

chunk12 as the way to report the gaps in the received data. There are two

issues with SCTP’s SACK chunk compared to TCP’s SACK option.(i) SACK

chunk has a relatively large size compared to TCP SACK option. The size of

a SACK chunk header without anygap ACK blocksis 12 bytes. For example,

if there is no gap observed in the received data, SCTP-PDU carrying only a

single SACK chunk will be 24 bytes13. On the other hand, TCP-PDU carrying

no data (and options) will be 20 bytes. (ii) TCP SACK option can have at

most 4 SACK blocks14 (limiting the size of TCP header to 60 bytes in total),

9 Assuming that SCTP does no bundling, and application over TCP connection does
not use PUSH flag in TCP header.

10 Interested readers can look into [69] for the impact of A-PDUsize on SCTP vs. TCP
throughput.

11 In addition to the cumulative ACK, transport receiver also selectively sends other
missing TSNs information.

12 See Figure E.4 for the format of SCTP SACK chunk.
13 12 bytes for common header, 12 bytes for SACK chunk.
14 Note that, when the TCP PDU also carries a TCP timestamp option, the limit of

SACK blocks within a TCP SACK option becomes 3. Time stamp option is activated
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while SCTP SACK chunk can have larger number of gap ACK blocks, as

long as the size of the SCTP-PDU is smaller than Path MTU. Hence, as the

path loss (especially in a high bandwidth path) gets higher,SCTP SACK can

better inform the SCTP sender about the missing data compared to TCP, at the

expense of increased overhead.

• In addition to the differences of protocol overhead betweenthe basic SCTP

and TCP specifications, as mentioned above, we note that QualNet 4.5.1 im-

plements RFC 1323 [64] for high performance TCP. Therefore,theTCP win-

dow scalingoption15 is implemented together with theTCP timestampsop-

tion, which adds 12 extra16 bytes to the TCP header of every TCP-PDU, mak-

ing the TCP header 32 bytes.

2. Comparing Congestion Control Mechanisms

• How to increase cwnd: Per RFC 2581, a TCP sender increases its congestion

window (cwnd) based on thenumber of ACK packetsreceived17. In contrast,

SCTP counts thenumber of bytesacknowledged within each received ACK

packet. Counting the number of ACK packets received rather than the number

of bytes acknowledged within each ACK packet causes bigger performance

issues for TCP especially when delayed ACKs [29] are used18.

• When to increase cwnd:During congestion avoidance, SCTP increases its

cwnd only if the cwnd is in full use. This can make SCTP to be less aggressive

in our simulations for TCP.
15 , which lets us to have send and receive buffer sizes≥ 64K.
16 10 bytes for the timestamps option, 2 bytes for twoTCP no operationoption.
17 Note that the ABC (Appropriate Byte Counting) enhancement for TCP is later intro-

duced with RFC 3465 [16]. However, QualNet 4.5.1 doesnot implement ABC in
TCP.

18 Note that, we used delayed ACKs in our simulations.

54



in sending data.

• Initial cwnd size: Initial TCP cwnd size is 1-2 segments according to RFC

258119. SCTP’s initial cwnd size at slow start or after long idle periods is set

to min(4 ∗ MTU, max(2 ∗ MTU, 4380bytes)), which will be higher than

TCP’s initial window size.

• When to apply slow start vs. congestion avoidance:SCTP increases its cwnd

according to the slow start algorithm whencwnd ≤ ssthresh, and applies the

congestion avoidance algorithm, otherwise. On the other hand, RFC 2581 lets

an implementation choose between slow start and congestionavoidance when

cwnd and ssthresh are equal20.

In summary, messaging overhead of SCTP might be higher compared to TCP

(especially if no TCP options used). However, SCTP is a newerprotocol compared to

TCP; hence, some of TCP’s enhancements (such as SACKs, ABC [16], initial congestion

window size [17]) that came after RFCs 2581 and 2582 are already built-in features in

SCTP. Therefore, it should not be surprising to see that SCTPthroughput may be better

than TCP’s under identical conditions (further on this issue in Section 4.5).

4.4 Experimental Framework

In the following sub-sections, we describe different aspects of the simulation

framework used this chapter.

19 Note that, RFC 3390 [17] later on updated TCP’s initial cwnd size to be up to 4K;
however, QualNet 4.5.1 does not implement RFC 3390 and keepsTCP initial cwnd
size at 2 segments.

20 QualNet 4.5.1 applies the congestion avoidance algorithm when cwnd and ssthresh
are equal. Hence, this is the same behavior as in the SCTP specification.
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Figure 4.2: Simulation Topology

4.4.1 Topology

We designed an experimental framework to explore TCP-friendliness of SCTP

in a single shared tight link topology as depicted in Figure 4.2. In the figure, the edge

links use fast Ethernet (with 100 Mbps bandwidth capacity and 1 micro second one-way

propagation delay). The tight link is modeled as a full-duplex point-to-point link, with

a 45 msec one-way propagation delay21. The bandwidth of the tight link is varied as 5,

10, and 20 Mbps. Note that no artificial packet losses are introduced in the tight link or

the edge links. Therefore, all the losses in the simulationsare due to buffer overflows

of congested traffic at routers R1 and R2. The buffer size at routers R1 and R2 is set to

the bandwidth-delay product of the path. We use drop tail queues at the routers. We run

simulations with QualNet22.

4.4.2 Network Traffic

The traffic in the network is composed of two flows.Flow 1 andflow 2 are ap-

plications transmitting data over an SCTP association or a TCP connection from S1 to

D1 and S2 to D2, respectively. The traffic flows are greedy (i.e., the applications at the

sending hosts S1 and S2 always have data to send). In addition, the receiving applications

at hosts D1 and D2 are always ready to consume whatever the transport layer protocol can

21 Note that, the RTT of the paths in the network is 90 msec, similar to US coast-to-coast
[93] values.

22 using svn revision 10 of the SCTP module in QualNet 4.5.1. Note that, QualNet’s
TCP model uses code converted from the FreeBSD 2.2.2 source code implementation
of TCP.
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deliver. Therefore, the sending rate of the traffic sources is not limited by the application

but by the network. The size of each application message (or A-PDU) is 1200 bytes to

create SCTP-PDUs close to the size of path MTU (1500 bytes). Similarly, TCP-MSS

(maximum segment size) is set to 1212 bytes23.

4.4.3 Transport Protocol Parameters

While comparing SCTP and TCP24, we tried our best to make the transport pro-

tocol parameters to be as close as possible in the simulations. Table 4.1 lists what pa-

rameters are used in common and per transport layer protocol, respectively. For TCP, we

studied both TCP SACK (TCPS) [80] and TCP NEWRENO (TCPNR) [51]. We assumed

unlimited send25 and receiver buffer26 size at the transport layer so that buffer size isnot

a limiting factor for the transport protocol throughput.

4.4.4 The Framework

Our goal is to understand how two flows (TCP and/or SCTP) sharethe available

bandwidth in the network. We investigate two cases.

• Case-I: The two flows in the network arestarted at the same time27. We use Case-I

to investigatehow two flows grow togetherby looking into all possible TCP-SCTP

23 Note that, QualNet 4.5.1 complies with Section 4.2.2.6 of RFC 1122 [29] and calcu-
lates the maximum data that can be put into an TCP-PDU based ontheeffective-MSS.
Since every TCP-PDU included timestamps option (extra 12 bytes) in our simula-
tions, we set the TCP-MSS to 1212, to let TCP effectively send1200 bytes of data in
each PDU, similar to SCTP.

24 See Section 4.3, for the subtle differences between single-homed SCTP and TCP
flavors.

25 Send buffer size of each transport protocol is set to 2× bandwidth-delayproduct.
26 The receiver buffer size of each transport protocol is set toa large value such as,

65535*214 bytes.
27 In the simulations, we started the two flows at random times within [0...RT T] to get

different randomized results with the repetition of the experiments.
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Table 4.1: Transport protocol parameters and their values used in the simulations

Scheme Parameter Value

TCP specific
Window scaling optiona YES

Timestamps optionb YES
Other TCP parametersQualNet 4.5.1 default values

SCTP specific

SCTP-RTO-INITIAL 3 sec
SCTP-RTO-MIN 1 sec

SCTP-RTO-MAX 60 sec
SCTP-RTO-ALPHA 0.125

SCTP-RTO-BETA 0.25
Heartbeats OFF
Bundling NO

common in SCTP & TCP

Send Buffer unlimited
Receive Buffer unlimited

Clock Granularity 500 msec
Initial ssthresh 65535*214

Delayed ACKs [18, 29] YESc

a Thewindow scaling optionis required for TCP to have a receiver buffer size bigger
than 64K. We activated the window scaling option for TCP flowsso that TCP
sending rate is not limited by the receiver buffer size.

b This parameter is automatically activated by QualNet, since QualNet 4.5.1 imple-
ments both window scaling and timestamps options (i.e., [64] together).

c The transport receiver sends a T-ACK for every other in-sequence TSN received or
when the delayed ACK timer expires. The delayed ACK timer is set to 200 msec.
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combinations.

(i) Start two TCP flows at the same time

(ii) Start two SCTP flows at the same time

(iii) Start one SCTPandone TCPflow at the same time

• Case-II: Initially only one flow is started28. Then, we introduce another flowwhen

the earlier flow operates at steady-state29. Hence, we explorehow one flow gives

way to another flow. We simulated four combinations in Case II.

(i) Startone TCPflow then startanother TCP flow

(ii) Start one SCTPflow then startanother SCTP flow

(iii) Start one SCTPflow then startone TCPflow

(iv) Startone TCPflow then startone SCTPflow

The simulation time for Case-I is 720 seconds, and the simulation time for Case-II

is 2140 seconds. For Case-I, we looked into performance metrics between 60th and 660th

seconds. For Case-II, we looked into performance metrics between 10th and 70th seconds

(when there is only one flow in the network) as well as between 280th and 2080th seconds

(when both flows operate at steady-state). Note that, we usedboth TCPS and TCPNR for

the TCP-SCTP combinations above.

4.4.5 Performance Metrics

The performance metrics we measured in the simulations are presented below. We

looked into the long-term (steady-state) values of these metrics. In addition, we looked

into the throughput metric over short time durations (1, 10,and 100 RTT) – see Figures

28 at a random time between [0...RT T].
29 In the simulations, the latter flow is started at a random timebetween 80sec+

[0..RT T].
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4.8, 4.17, and 4.16. The long-term metric values in Figures 4.3, 4.4, 4.5, 4.6, 4.7, 4.9,

4.10, 4.11, 4.12, 4.13, 4.14, and 4.15 and Tables 4.2 and 4.3 are averages of 30 runs with

95% confidence intervals.

• Throughput – Application-layer data (including original, fast-retransmitted, and

re-transmitted data that can be potentially lost) sent to the network by the transport

protocol of the sending host per unit time. Throughput of a transport flow is shown

as afraction of the tight link bandwidth obtained by the flow in the graphs (i.e.,

throughput per flow isnormalizedwith the tight link bandwidth).

• Load by the transport protocol or Transport Load (T-Load) – The actual num-

ber of bits sent to the network by the transport protocol per unit time. This includes

all the transport layer headers, original, fast-retransmitted, and re-transmitted application-

layer data and transport layer ACKs that can be potentially lost. T-Load per trans-

port flow is normalized with the tight link bandwidth.

• Goodput – The application layer throughput measured at the receiving host. That

is the number of bits delivered to the application layer of the receiving host by the

transport layer per unit time. Goodput per transport flow is normalized with the

tight link bandwidth.

While the metrics above (throughput, t-load, and goodput) are measured per flow

in the network, the following metrics (fairness index, linkutilization, and system utiliza-

tion) are aggregated metrics and measured per configuration.

• Fairness Index– This metric is defined by R. Jain [67] to show fairness (i.e.,the

“equality” of resource sharing) in a system. Fairness indexis a value between

0 and 1, with 1 showing the most fair (equal) allocation of theresources in the

system. Assumingλi is the rate (throughput) of transport flowi , the fairness index
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of the network is given by Equation 4.2, wheren is the total number of flows in the

network.

F Index =
(
∑n

i=1 λi )
2

n ∗ (
∑n

i=1 λ2
i )

(4.2)

• Link Utilization – We use Equation 4.3 to calculate link utilization (for the tight

link), whereλi is throughput of transport flowi andn is the total number of flows

in the network. Our aim in using this metric is to see if the transport flows pump

enough data traffic into the network. We want the link utilization to be high so that

the network operates close to its capacity30.

LinkUti l =
(
∑n

i=1 λi )

T ight Link Bandwidth
(4.3)

• System Utilization – This metric is calculated using Equation 4.4, wheren is the

number of flows in the network,αi is the goodput, andγi is the t-load of the trans-

port flow i . Essentially, this metric shows how much of the total load inthe network

is converted to useful work (i.e., the data received by the applications). One of the

signs of congestion collapse is, although there is traffic (load) in the network, the

load is not converted into useful work and the network is busytransmitting unnec-

essary data traffic. Therefore, the higher the system utilization, the further away the

system is from congestion collapse.

SysUtil=
(
∑n

i=1 αi )

(
∑n

i=1 γi )
(4.4)

4.5 Simulation Results and Analysis

In this section we present the results from two sets of experiments we performed.

Sections 4.5.1 and 4.5.2 discuss the results (i) when both flows in the network start at the

same time, and (ii) when one flow starts after the other flow at steady-state, respectively.

30 That is close to the “knee” as Chiu and Jain suggested [37].
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4.5.1 Flows Starting at the Same Time

Results for the flows starting at the same time are presented in Figures 4.3, 4.4,

4.5, 4.6, 4.7, and 4.8 and Table 4.2.
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Figure 4.3: flow 1: TCPS, flow 2: TCPS, starting at the same time
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Figure 4.4: flow 1: TCPNR, flow 2: TCPNR, starting at the same time

• Two TCP flows start together: From Figures 4.3 and 4.4 and Table 4.2, we observe

that two TCP flows (for both TCPS and TCPNR flavors) share the link bandwidth

pretty equally, irrespective of increase in bandwidth, as depicted with close indi-

vidual throughput values per flow in the network as well as thehigh fairness index

values. TCP congestion control algorithms allow aggregated flows to pump enough
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Figure 4.5: flow 1: SCTP, flow 2: SCTP, starting at the same time
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Figure 4.6: flow 1: SCTP, flow 2: TCPS, starting at the same time
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Figure 4.7: flow 1: SCTP, flow 2: TCPNR, starting at the same time
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Figure 4.8: Throughput of TCPS (green) and SCTP (red), starting at the same time, for
different time intervals
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Scheme BW FI LinkUtil SysUtil

TCPS, TCPS
5 0.997 0.938 0.960
10 0.998 0.938 0.961
20 0.996 0.937 0.961

TCPNR, TCPNR
5 0.999 0.938 0.961
10 0.998 0.938 0.961
20 0.993 0.937 0.961

SCTP, SCTP
5 1.0 0.943 0.963
10 0.999 0.941 0.965
20 0.999 0.941 0.966

SCTP, TCPS
5 0.974 0.940 0.962
10 0.971 0.940 0.963
20 0.972 0.939 0.964

SCTP, TCPNR
5 0.975 0.940 0.962
10 0.974 0.939 0.963
20 0.977 0.939 0.964

Table 4.2: Fairness Index, Link Utilization, and System Utilization whenboth flows start
at the same time

traffic into the network (where link utilization values are more then 93%). In addi-

tion, the system utilization is high confirming that TCP is busy sending useful data

traffic (i.e., no signs of congestion collapse).

• Two SCTP flows start together: Similar to the two TCP flow case, we observe that

two SCTP flows starting at the same time also share the bandwidth equally (Figure

4.5), irrespective of increase in tight link bandwidth. Thetransport load values for

the two SCTP flows are also close to the transport loads of the two TCP flows,

showing that SCTP and TCP protocol overheads are similar forthe configurations

we have in the simulations. The link and system utilities arehigh (≥94% and

≥96%, respectively) proving that SCTP congestion control algorithms causing the

network to operate at high capacity without any threat of congestion collapse.

• One SCTP and one TCP flows start together: From Figures 4.6 and 4.7, we observe

that irrespective of the increase in the tight link bandwidth, on average SCTP gets
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35%-41% larger share of the bandwidth compared to TCPS (or TCPNR). However,

the link and the system utility values are still high showinga stable network (see

Table 4.2). We looked further into how the throughput of SCTPand TCPS changes

over 1, 10, and 100 RTT intervals – Figure 4.8. We picked theworst casesimulation

run where SCTP throughput is largest31 compared to TCPS among all 30 runs.

Figure 4.8 validates that although SCTP is able to achieve higher throughput than

TCPS, evenin the worst case, SCTP responds to TCP traffic by increasing and

decreasing its throughput. That is, even in the most aggressive and imbalanced case

of 30 runs, SCTP does not simply take as much bandwidth as it can get; rather,

over time SCTP gives and takes in a sharing with TCP. Therefore, the figure helps

arguing for SCTP being TCP-friendly.

4.5.2 Latter Flow Starts after Earlier Flow Is at Steady-State

Results for Case II, where one flow starts earlier and the latter flow starts after the

earlier flow is at steady state, are depicted in Figures32 4.9, 4.10, 4.11, 4.12, 4.13, 4.14,

4.15, 4.16, and 4.17 and Table 4.3.
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Figure 4.9: flow 1: TCPS followed by flow 2: TCPS

31 In this particular run SCTP gets for about 62% more bandwidththan TCPS.
32 Note that, in these figuresflow 11, refers to the state of flow 1 when there is no other

flow in the network, andflow 12 refers to the state of flow 1 after a second flow is
introduced into the network.
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Figure 4.10: flow 1: TCPNR followed by flow 2: TCPNR
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Figure 4.11: flow 1: SCTP followed by flow 2: SCTP
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Figure 4.12: flow 1: SCTP followed by flow 2: TCPS
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Figure 4.13: flow 1: SCTP followed by flow 2: TCPNR

 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9

 1

20105

N
o
rm

a
li
z
e
d
 T

h
ro

u
g
h
p
u
t

Tight Link Bandwidth (Mbps)

flow 2
flow 11
flow 12

(a)

 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9

 1

20105

N
o
rm

a
li
z
e
d
 T

-L
o
a
d

Tight Link Bandwidth (Mbps)

flow 2
flow 11
flow 12

(b)

 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9

 1

20105

N
o
rm

a
li
z
e
d
 G

o
o
d
p
u
t

Tight Link Bandwidth (Mbps)

flow 2
flow 11
flow 12

(c)

Figure 4.14: flow 1: TCPS followed by flow 2: SCTP
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Figure 4.15: flow 1: TCPNR followed by flow 2: SCTP
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Scheme BW FI LinkUtil SysUtil

TCPS follw. by TCPS
5 0.999 0.938 0.960
10 0.999 0.938 0.961
20 0.998 0.938 0.961

TCPNR follw. by TCPNR
5 0.999 0.938 0.961
10 0.999 0.938 0.961
20 0.998 0.937 0.961

SCTP follw. by SCTP
5 1.0 0.943 0.963
10 1.0 0.941 0.965
20 1.0 0.941 0.966

SCTP follw. by TCPS
5 0.975 0.940 0.962
10 0.974 0.940 0.963
20 0.975 0.939 0.964

SCTP follw. by TCPNR
5 0.975 0.940 0.962
10 0.977 0.939 0.963
20 0.976 0.939 0.964

TCPS follw. by SCTP
5 0.975 0.940 0.962
10 0.974 0.940 0.963
20 0.976 0.939 0.964

TCPNR follw. by SCTP
5 0.976 0.940 0.962
10 0.977 0.939 0.963
20 0.974 0.939 0.964

Table 4.3: Fairness Index, Link Utilization, and System Utilization when 2nd flow starts
after the 1st flow is at steady-state

69



200 400 600 800 1000 1200 1400 1600 1800 2000
0.5

1

1.5

2

2.5

Simulation Time (sec)

No
rm

ali
ze

d T
hro

ug
hp

ut

 

 

 

TCPS

SCTP

(a) 100 RTT

200 400 600 800 1000 1200 1400 1600 1800 2000
0

0.5

1

1.5

2

2.5

Simulation Time (sec)

No
rm

ali
ze

d T
hro

ug
hp

ut

 

 

 

TCPS

SCTP

(b) 10 RTT

200 400 600 800 1000 1200 1400 1600 1800 2000
0

0.5

1

1.5

2

2.5

3

Simulation Time (sec)

No
rm

ali
ze

d T
hro

ug
hp

ut

 

 

 

TCPS

SCTP

(c) 1 RTT

75 80 85 90 95 100 105 110 115
0

0.5

1

1.5

2

2.5

3

Simulation Time (sec)

No
rm

ali
ze

d T
hro

ug
hp

ut

 

 

 

TCPS

SCTP

(d) 1 RTT, 75-115 sec

Figure 4.16: Throughput of SCTP (green) followed by TCPS (red), for different time
intervals
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Figure 4.17: Throughput of TCPS (green) followed by SCTP (red), for different time
intervals
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• One TCP flow followed by another TCP flow: By examining Figures 4.9 and 4.10,

we first observe that as expected, the throughput of the first TCP flow drops after

the second TCP flow is introduced to (more or less) half of its previous value (for

both TCPS-TCPS and TCPNR-TCPNR cases). The fairness index of the system is

also high for both TCPS-TCPS (more than 0.99) and TCPNR-TCPNR (more than

0.99), suggesting that even when the TCP flows start at different times, they still

share the link fairly.

• One SCTP flow followed by another SCTP flow: By examining Figure 4.11 and

comparing the results with those of the TCP flows, we observe that the earlier SCTP

flow gives way to the latter SCTP flow, and both share the link fairly (see fairness

index values in Table 4.3).

• One SCTP flow followed by a TCP flow: In contrast, SCTP does not give a way in

an “equally-shared” manner to a later TCP flow – by observing Figure 4.12 (with

TCPS) and 4.13 (with TCPNR). Although, the SCTP flow’s throughput drops after a

TCP flow is introduced, on average SCTP ends up getting a 36%-39% larger share

of the bandwidth than TCPS or TCPNR. We believe that the proposed TCP im-

provements that have been added33 into the SCTP’s congestion control mechanism

are responsible to a (faster and) better loss recovery in SCTP and hence SCTP’s

larger share of the throughput compared to TCP [15, 82, 83, 84]. Figure 4.16 shows

the evolution of throughputs when an SCTP flow is followed by aTCPS flow. For

this figure, we ploted theworst simulation result out of 30 runs where SCTP vs

TCP throughput was most imbalanced34. The graph helps argue for SCTP being

TCP-friendly as although SCTP gets higher throughput compared to TCP, SCTP

still gives way to TCP and shares the bandwidth with the newlyintroduced TCPS

in a give-and-take manner.

33 Refer to Section 4.3.
34 In this particular run, SCTP gets 53% more share of the bandwidth than TCPS.
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• One TCP flow followed by an SCTP flow: When it comes to SCTP getting its share

of bandwidth from an already stabilized TCP flow (Figures 4.14 and 4.15), SCTP

again achieves higher throughput than an existing TCP flow. Moreover, the band-

width obtained is put into useful work by SCTP, as the high system utility values

in Table 4.3 suggest. The evolution of throughput for TCPS and SCTP flows for

different time intervals for the mostimbalancedrun out of 30 runs where SCTP

achieves 61% more bandwidth than TCPS is depicted in Figure 4.17. The figure

shows how TCPS gives way to SCTP and how SCTP shares the bandwidth with

TCPS in give-and-take manner. The figure again helps argue for SCTP being TCP-

friendly.

4.6 Related Work

Although SCTP has been standardized by IETF in 2000, there islittle work com-

paring the performance of (single-homed) SCTP with competing TCP flavors. Reference

[30] used theOpnet simulatorto perform initial simulation studies to find possible flaws

in the early version of SCTP specification and implementation in 2001. Reference [69]

looked into the throughput of competing SCTP and TCP connections in a shared link

topology usingSCTP reference implementationfrom 1999 on a test-bed (with Linux ma-

chines and NIST network emulator). Reference [69] focused on the impact of the mes-

sage (A-PDU) size in comparing TCP and SCTP throughputs and showed that SCTP is

not more aggressive than TCPwhen sharing a link. Reference [15] studied competing

SCTP and TCP flows over a satellite (high bandwidth-delay product) link usingns-2.

Reference [15] found out that the subtle enhancements in theSCTP congestion control

mechanism help SCTP to recover faster after a loss and hence increase the throughput of

SCTP compared to TCP. The results of [15], although for higher bandwidth-delay product

links, align with our simulation results presented in this chapter.
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4.7 Conclusions

In this chapter, we investigate the dynamics of two competing SCTP and TCP

flows in asharedtight link topology using QualNet simulations. Our goal wasto investi-

gate SCTP–TCP competition somehow in the micro scale to identify the main subtle dif-

ferences between SCTP and TCP’s TCP-friendly-related-mechanics. We discovered that

although SCTP’s congestion control mechanisms were intended to be “similar” to TCP’s,

being a newer protocol, SCTP specification has some of the proposed TCP enhancements

already incorporated which results in SCTP performing better than TCP. Therefore, SCTP

can obtain larger share of the bandwidth when competing witha TCP flavor that does not

have similar enhancements (as in the case of QualNet’s TCP implementation). We con-

clude that SCTP is TCP-friendly but achieves higher throughput than TCP, due to SCTP’s

better loss recovery mechanisms35 just as TCP-SACK or TCP-Reno perform better than

TCP-Tahoe.

35 Reports in [15, 82, 83, 84] also support our conclusion.
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Chapter 5

TCP-FRIENDLINESS OF CMT

This chapter investigates the TCP-friendliness of CMT by designing an experi-

mental framework and studying performance results of QualNet simulations. The organi-

zation of the chapter is as follows. Section 5.1 introduces the problem statement. Sections

5.2 and 5.3 describe the experimental framework, and the simulation results and analy-

sis, respectively. Section 5.4 reviews related work and therecent controversies over the

TCP-friendliness doctrine. Section 5.5 concludes the chapter.

5.1 Problem Statement

In Chapter 4, we described the definition and the goals of the TCP-friendliness

doctrine. Traditionally, the notion of TCP-friendliness was defined for end-to-end trans-

port connections over a single path. Our goal is to understand and quantify the TCP-

friendliness of SCTP-based CMT for transport connections over multiple paths.

The design goal of CMT was to achieve a performance similar tothe aggregated

performance of multiple, independent, single-homed SCTP associations (called App-

Stripe). Iyengar et. al. showed that the throughput of CMT can be similar or greater1

(especially when the receiver buffer is unconstrained and the paths are showing simi-

lar characteristics) than AppStripe [60]. They studied theperformance of CMT under

the assumption that the network paths which CMT subflows run over arebottleneck-

independent(similar to Figure 6.1). Since we are interested in the TCP-friendliness of

1 Due to the sharing of the TSN space, CMT is more robust to ACK losses.
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CMT, we revise this assumption and investigate how CMT behaves when atight link2 is

shared among the CMT subflows and together with other TCP flows.

5.2 Experimental Framework

In the following sub-sections, we describe different aspects of the experimental

framework used this chapter. Experiments are simulated in QualNet3.

5.2.1 Topology

We designed an experimental framework to explore the TCP-friendliness of CMT

in a single shared tight link topology4 as depicted in Figure 5.1. The tight link has 100

Mbps bandwidth capacity and 2 msec one-way propagation delay. Each edge link has 100

Mbps bandwidth capacity and 14 msec one-way propagation delay5. No artificial packet

losses are introduced in the tight link or the edge links. Therefore, all the losses in the

simulations are due to buffer overflows at routers R1 and R2 caused by network traffic. We

used RED queues [57] in our simulations. Note that, when a group of TCP flows share

a tight link with drop-tail queues,global synchronizationand phase effectscan cause

the TCP flows not to get “equal” share of the bandwidth [53, 57,90, 91, 94] (i.e., TCP

becomes TCP-unfriendly). Introducing randomness to the network helps reducing the

impact of global synchronization and phase effects [57]. Wecalibrated RED parameters

in our simulations so that TCP flow show TCP-friendly behavior (i.e., all TCP flows in

the network get “equal” share of the tight link). As recommended by references [57, 54],

minth is set to 5 packets, maxth is set to three times minth , wq is set to 0.002, and

2 We prefer to use the termtight link [66] rather thanbottleneck, in this dissertation.
3 In this chapter, simulations run with svn revision 10 of the SCTP module in QualNet

4.5.1.
4 Our topology is similar to the access link scenario in [20].
5 Note that, the RTT of the paths in the network is 60 msec, similar to US coast-to-coast

[93].
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Figure 5.1: Simulation Topology

maxp is set to 0.02 in our simulations. The buffer size at routers R1 and R2 is set to the

bandwidth-delay product (BDP).

5.2.2 Network Traffic

In our experimental topology (Figure 5.1), nodes A and B are multihomed hosts

while nodes Si and Di are single-homed hosts. We first runn TCP flows, from source

nodes Si to destination nodes Di , 1 ≤ i ≤ n. We then add one of the following traffic

loads into the network.

• Flows TCP1 and TCP2:Two additional TCP flows running over the network paths

A1-R1-R2-B1 and A2-R1-R2-B2, respectively.

• Flows SCTP1 and SCTP2:Two single-homed SCTP6 flows running over the net-

work paths A1-R1-R2-B1 and A2-R1-R2-B2, respectively.

• CMT flow: a two-homed CMT flow from host A to host B, with two subflows

CMT-sub1andCMT-sub2, running over the network paths A1-R1-R2-B1 and A2-

R1-R2-B2, respectively.

For our experiments,n is varied as 8, 16, 32, 48, and 64 yielding a total of 10, 18,

34, 50, and 66 network flows7. All flows in the network are greedy (i.e., the applications

6 From here on in this chapter,SCTPmeans single-homed SCTP.
7 We counted each CMT subflow as one flow.
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at the sending hosts always have data to send). In addition, the receiving application at

each host is always ready to consume whatever the transport layer protocol can deliver.

Therefore, the sending rates of the traffic sources are not limited by the applications but

by the network. The size of each application message (or A-PDU) is 1200 bytes to create

SCTP-PDUs close to the size of path MTU (1500 bytes). Similarly, TCP-MSS is set to

1212 bytes.

5.2.3 Transport Protocol Parameters

Single-homed SCTP associations and TCP8 connections are using parameter sim-

ilar to what has been described in Section 4.4.3 and Table 4.1. The CMT association uses

DAC and RTX-CWND as RTX policy. Both sender and receiver buffers at the transport

connections are unlimited.

5.2.4 The Framework

We first startedn TCP flows from nodes Si to Di randomly between the 0th and the

5th seconds of the simulation. Then, at the 10th second, we introduced either (i) the CMT

flow, (ii) TCP1 and TCP2 flows, or (iii) SCTP1 and SCTP2 flows into the network. For

each case, we measured the performance (mainly the sending rate) of the TCP flows from

nodes Si to Di , and the performance of the newly introduced flow(s). Our goal in this

framework is to see if CMT behaves more or less aggressively than the two independent

TCP connections or SCTP associations. We explore answers tothe following questions.

• TCP’s congestion control algorithms aim to achieve an “equal” share of the tight

link bandwidth. How much of the bandwidth sharing an CMT flow could achieve

compared to two independent TCP or SCTP flows?

• What is the cost of introducing one CMT flow into the other network flows com-

pared to introducing two independent TCP or SCTP flows?

8 All the TCP flows in this chapter are TCP-SACK connections.
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5.2.5 Metrics

We measured the following metrics in our simulations.

• Per flow throughput – similar to the definition given in Section 4.4.5, we defined

throughput (sending rate) of a transport flow as the amount ofapplication-layer data

(including the original, the fast-retransmitted, and the re-transmitted data, that may

potentially be lost) put on the wire by the transport protocol sender per unit time.

• Average (avg.) flow throughput – is calculated using Equation 5.1, whereλi is

the throughput (sending rate) of transport flowi ∈ [1..(n + 2)] . While calculating

the avg. flow throughput, we counted each CMT subflow as one flow. We expected

the avg. flow throughput to be close to the equal share of the available bandwidth

in the network.

avg. f low throughput=
∑n+2

i=1 λi

n + 2
(5.1)

• Fairness Index– as defined by Equation 4.2 in Section 4.4.5. We measured the

fairness index of all the flows in the network (each CMT subflowis counted as one

flow) to understand how equally flows in the network actually share the available

bandwidth.

We run simulations for 36 minutes. The result for each configuration is averaged

over 30 runs with a 95% confidence interval. We measured the metrics between the 3rd

and 33rd minutes.

5.3 Simulation Results and Analysis

Before analyzing the simulation results, we have the following hypotheses for each

case.

• Introducing two TCP flows:After TCP1 and TCP2 have been introduced into the

network, we expect all the flows (including the newly introduced TCP flows) to get

more or less an equal share of the available bandwidth.
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• Introducing two SCTP flows:After SCTP1 and SCTP2 have been introduced into

the network, we expect the SCTP flows to get similar or higher throughput than

the existing TCP flows in the network. As elaborated in Chapter 4, the proposed

TCP improvements that have been incorporated into the SCTP’s congestion control

mechanism facilitate better loss recovery and hence improved throughput of SCTP

compared to TCP [15, 82, 83, 84].

• Introducing the CMT flow:In a tight-link-independent topology (with drop-tail

queues), CMT achieves higher throughput than the independent SCTP flows (es-

pecially when the receiver buffer is unconstrained and the paths have similar char-

acteristics), as CMT shares the TSN space and hence is more resilient to losses

[60]. Similarly, in a tight-link-dependent topology (withRED queues) as in Figure

5.1, we expect CMT to obtain higher throughput (i.e., highershare of the tight link

bandwidth) compared to two TCP or two SCTP flows.

The simulated results are depicted in Figures 5.2 and 5.3. Weobserved the fol-

lowing from the figures.

• two-TCP case:From Figure 5.2(a), TCP shows TCP-friendly behavior, where

TCP1, TCP2 and an average TCP flow in the network all get “equal” throughput,

which is less than the ideal bandwidth share,bw
(n+2)

. The high fairness index values

(very close to 1) in Figure 5.3 for the two-TCP case also confirm the equal sharing

of the bandwidth among the TCP flows. We also checked the throughput of all the

individual TCP flows in the network for all then values and again confirmed that

all the TCP flows in the network obtained “equal” throughputs. Appendix A shows

the individual TCP flow throughputs forn = 8 andn = 64.

• two-SCTP case:From Figure 5.2(b), SCTP1 and SCTP2 get “equal” throughput,

but the achieved throughput is higher than both the throughput of an average TCP

flow and the ideal share of bandwidth. The low fairness index values in Figure 5.3
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for the two-SCTP case are resulted from SCTP flows obtaining higher throughput

than the TCP flows in the network. However, as we investigatedfurther, adding the

SCTP flows into the network does not “starve” any of TCP flows inthe network

(see Appendix B of the individual flow throughputs forn = 8 andn = 64). Such

behavior is due to the fact that SCTP implements a congestioncontrol mechanism

and does not frivolously send as much as it can. As a result, wesee other TCP flows

co-existing (without being starved) with two SCTP flows in the network (although

SCTP’s thruput is higher). Referring back to the definition of TCP-friendliness in

Section 4.1, we conclude that SCTP is TCP-friendly but achieves higher throughput

than TCP, due to SCTP’s better loss recovery mechanisms9 just as TCP-SACK or

TCP-Reno performs better than TCP-Tahoe.

• the CMT case:From Figure 5.2(c), each CMT subflow obtains “equal” through-

put, but the achieved throughout is higher than the throughput of an average TCP

flow in the network. We also checked the individual subflow throughput and con-

firmed that CMT subflows perform better than the TCP flows in thenetwork (see

Appendix C of the individual flow throughputs). As depicted in Figure 5.3(a), CMT

performance is better than the total performance of TCP1 andTCP2. We had also

expected CMT to perform better than two SCTP flows. However, CMT is actually

showing similar or worse (forn = 8) performance than two SCTP flows, which

invalidates our earlier hypothesis. To further investigate this issue, we run another

set of experiments withn values set to 4, 6, 8, 10, and 12. We observed that the

performance of CMT gets worse than two SCTP flows asn gets smaller, as depicted

in Figure 5.4(a). To investigate the worse performance of CMT compared to two

SCTP flows asn gets smaller, we have the following hypothesis.

hypothesis*:CMT subflows share the same TSN space and ACK information, un-

like independent SCTP flows. Therefore, one ACK can simultaneously trigger all

9 Reports in [15, 82, 83, 84] also support our conclusion.
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the CMT subflows to send data to the network. Consequently, one CMT flow (con-

taining two CMT subflows) can createburstierdata traffic compared to two SCTP

flows. The burstiness causes more packets of the CMT subflows to be marked by the

RED queues. Therefore, the CMT flow does not perform as good aswe expected

(i.e., better than two SCTP flows).

To validate hypothesis*, we examined the RED parameterwq that can be adjusted

to alter RED’s responses to burstiness. The rationale is that if we can make RED to

react burstiness less aggressively, then we should observeCMT not performing as

bad compared to two SCTP flows.

As suggested by [53, 57], we changedwq to be 0.001 (instead of 0.002 used in

other simulations in this chapter), in order for making RED queue to react less

aggressively to bursty traffic. The simulation results forwq = 0.001 is depicted in

Figure 5.4(b). Comparing Figures10 5.4(a) and 5.4(b), in the latter figure, CMT still

performs similar or worse than SCTP for smalln’s, but not as bad as in the former

figure. Therefore, we have a reason to believe that hypothesis* holds. One last

question on the comparative performance of CMT and two SCTP flows is why CMT

performs worsefor smaller n values? Intuitively, asn gets smaller the marking

probability at the bottleneck RED queue for each flow in the network increases,

and hence burstiness affects each flow more.

After this detour to explain the performance difference between CMT and two

SCTP flows, let’s get back to the discussion of TCP-friendliness. As stated ear-

lier, one CMT flow (with two subflows) has better throughput than two TCP flows

and each CMT subflow has better throughput than TCP1 and TCP2,because of the

better loss recovery mechanisms implemented in CMT (note that, since CMT is

based on SCTP, CMT inherits all the built-in TCP enhancements in SCTP such as

10 Each data point in both figures is an average of six runs, wherethe error bars are
almost invisible.
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appropriate byte counting – ABC) and CMT being more resilient to losses due to

sharing of the TSN space and ACK information. We can perceivethis situation to

be similar to two TCP-Reno flows outperforms two TCP-Tahoe flows. CMT also

incorporates a TCP-like (AIMD-based) congestion control mechanism and TCP

flows can co-exist with CMT in the network (though CMT throughput is higher).

Therefore, we conclude a two-homed CMT to be TCP-friendly.

5.4 Related Work

As explained in Section 4.1, the notion of TCP-friendlinessemerged in the late

1990s as a reaction to the increase of non-TCP traffic in the Internet. Given the enormous

economic, social, and political importance of the Internet, it is easy to justify a conser-

vative approach, such as TCP-friendliness, to address the increasing non-TCP traffic in

order not to upset the health and stability of the Internet. However, a lot has changed

since the late 1990s. Newer developments (one of them being CMT) demand that we

re-consider the notion of TCP-friendliness and the Internet that TCP-friendliness sets the

norms. In the following sub-sections, we discuss both proposals similar to CMT and

criticisms against TCP-friendliness.

5.4.1 Other CMT-like Schemes

Seminal documents from IETF and S. Floyd et. al. related to the notion of TCP-

friendliness, such as [28]11, [47]12, and [55]13, discuss the appropriate level ofgranu-

larity for a “flow” (i.e., end-to-end connection subject to congestion control). Although

the IETF allows an HTTP application to openup to twoTCP connections14, applications

opening multiple TCP connections or splitting one TCP connection into multiple TCP

11 in Section 4.
12 in Section 3.2.
13 in Appendix A.
14 Refer to Section 8.1.4 of [46].
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connections (i.e., a flow granularity other than one source IP address-destination IP ad-

dress pair) have been frowned upon as they get more aggressive share of the bandwidth

compared to a single TCP connection. Running between asetof source and asetof des-

tination IP addresses, and overmultiplepaths, clearly, a CMT flow does not conform to

the suggested granularity of a flow in the context of TCP-friendliness.

However, other proposals, similar to CMT, such as CP [85], MulTFRC [40],

mulTCP [39], MPAT [97], and PA-MulTCP [72], also aim to achieve aggregated flow

rates (i.e., rates similar to aggregated rate of a group of TCP connections). Some of these

proposals are based on window-based AIMD15 mechanism, while some are based on the

TCP-Friendly Rate Control (TFRC) [50, 56] protocol. TFRC uses Padhye’s TCP-friendly

equation [86] to adjust its sending rate. AIMD responds to every congestion indication

(packet drop) by multiplicatively decreasing its sending rate. On the other hand, TFRC

does not respond to a single packet loss but instead respondsto the (measured) average

loss rate – orloss eventsthat can include one or multiple packets losses. Therefore,TFRC

aims to achieve a smoother sending rate compared to window-based TCP, making TRFC

more suitable for streaming or multimedia applications.

• CP (Coordination Protocol) defines “flowshare” as the rate ofa singleTCP flow

and aims to obtainmultipleflowshares. CP uses TFRC and estimates a single flow-

share (i.e., the available bandwidth for a single TCP flow). Then, CP multiplies the

estimated flowshare bandwidth with N to emulate an aggregated flow rate similar

to N flowshares.

• Similar to CP, MulTFRC aims to emulate the behavior of N TFRC protocols for

providing smoother aggregated sending rate. Unlike CP, instead of naively multi-

plying the TFRC rate by N, MulTFRC implicitly estimates the loss event per flow

in the aggregate flow. MulTFRC extends the TCP-friendly equation16 to support

15 We explained AIMD earlier in Section 4.1.
16 Details of the mulTFRC equation is given at [41].
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multiple TCP flows and uses estimatedper aggregate-flow loss ratein the equation.

It is shown that MulTFRC produces smoother sending rates than CP [40].

• MPAT is based on mulTCP [39] which in turn is based on AIMD. MulTCP takes

N as an input parameter and aims to behave like N TCP flows. Standard TCP uses

the AIMD(a=1, b=1/2) algorithm. That is, if there is a sign ofcongestion, the con-

gestion window (cwnd) is decreased by b=1/2 of the current congestion window

value, while cwnd is increased by a=1 in every RTT if there is no congestion (dur-

ing steady-state). MulTCP assigns AIMD(a=N, b=1/2N) to theaggregate flow to

emulate N TCP flows. However, it is shown in [97] that the loss rate experienced

by mulTCP ends up being smaller than the loss rate experienced by N TCP flows.

This makes mulTCP to behave more aggressively than N TCP flows, especially

as N grows. MPAT is proposed to provided better fairness thanmulTCP. MPAT

maintains congestion control states as many as the number offlows it manages.

Therefore, as N grows, the overhead of MPAT increases.

• Like MPAT, PA-mulTCP is also based on mulTCP. However, unlike MPAT, PA-

mulTCP maintains a single congestion window state for the entire aggregate flow

(which reduces the overhead) and yet achieves fairer aggregated flow than mulTCP.

PA-mulTCP adds an additional probe window to detect the sending rate of a real

TCP connection and uses this rate to adjust the rate of the aggregated flow.

In addition to the proposals above, in thetsv working group, IETF has started the

Multipath-TCP (MPTCP) activity [8]. Similar to SCTP and SCTP-based CMT, MPTCP

aims to achieve TCP connections over multiple paths (IP addresses), an ability to move

data traffic to a less congested path when needed, or to use multiple paths simultaneously

to utilize available capacity in the network.
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5.4.2 Criticism against TCP-Friendliness

The most explicit and blunt criticism on TCP-friendliness came from B. Briscoe

starting in his controversial and seminal paper “Flow-RateFairness: Dismantling a Re-

ligion” [31] in 2007. Briscoe, referring TCP-friendlinessasflow-rate fairness, instead

proposed what he calledcost fairness. Considering social, real-world, and economic ex-

amples, cost fairness (which takes its roots from Kelly’s work on weighted proportional

fairness [71]) is a more realistic measure of fairness than flow-rate fairness. Briscoe re-

fuses the dogma thatequal flow rates are fair. Instead, in a system where cost fairness

is established, each “economic entity” would be accountable for the costs they caused to

others. Cost fairness allocates cost tobits instead of flows; hence, cost fairness is im-

mune to the problems such as splitting flow identifiers or opening multiple connections

as flow-rate fairness is. Representing the viewpoint of flow-rate fairness, S. Floyd and M.

Allmann replied with a “rebuttal” [48] not only stating the usefulness of flow-rate fairness

but also accepting the limitations of flow-rate fairness. Following Briscoe, M. Mathis pub-

lished an Internet draft [79] arguing that we have torethink the notion TCP-friendliness

to keep up with an evolving Internet.

The views from both sides, one clinging on to the flow-rate fairness and the other

asking flow-rate fairness to be dismantled, are now being heavily discussed in the IETF

mailing lists such as end2end-interest, iccrg, tsvwg, and tmrg. In addition, workshops

such as [10] discuss the compelling reasons to replace or renew TCP and its congestion

control algorithms. Moreover, bigger research activitiesand agendas that will change and

redesign the entire Internet architecture are underway, such as [6, 7, 9, 11]. We are going

towards a world where TCP and TCP-friendliness might not setthe standards any longer.

However, this author believes that it will be a while before any other view becomes an

alternative or displaces TCP-friendliness.
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5.5 Summary and Conclusions

In this chapter, we designed an experimental framework to investigate TCP-friendliness

of CMT. Via QualNet simulations, we measured the sending rate of a two-homed CMT

and two SCTP flows and the impact of CMT and two SCTP flows on the other TCP flows

in a network while sharing a tight link. We found out that a two-homed CMT associa-

tion has similar or worse performance (for smaller number ofcompeting TCP flows) than

the aggregated performance of two independent, single-homed SCTP associations while

sharing the tight link with other TCP connections, due to thefact that a CMT flow creates

burstier data traffic than two independent SCTP flows. When compared to the aggregated

performance of two-independent TCP connections, two-homed CMT obtains higher share

of the tight link bandwidth because of better loss recovery mechanisms in CMT (as CMT

inherits all the built-in TCP enhancements in SCTP). In addition, sharing ACK informa-

tion makes CMT more resilient to losses [60]. Although CMT obtains higher throughput

than two independent TCP flows, CMT’s AIMD-based congestioncontrol mechanism al-

lows other TCP flows to co-exist in the network. Therefore, weconclude that CMT to be

TCP-friendly. We also surveyed and presented other (multipath and alike) research efforts

similar to CMT and the recent activities that questioned thevery foundation, assumptions,

and goals of the TCP-friendliness doctrine. Our survey shows that CMT is not the only

transport layer protocol that does not directly fit into the current TCP-friendliness doc-

trine and hence TCP-friendliness and its assumptions should be re-considered to include

newer developments such as multihoming.
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Chapter 6

SCTP QUALNET SIMULATION MODULE

In this chapter we describe the SCTP module (which is used throughout the simu-

lation studies in this dissertation) developed for the QualNet network simulator [21].

6.1 Introduction

Simulation is a widely used methodology for performance evaluation in network-

ing research. In particular, it is crucial to use the high-fidelity wireless physical layer

models in simulation studies to correctly evaluate the performance/behavior of higher

layer protocols of wireless networks [102]. Since the QualNet network simulator [21]

supports better wireless physical layer models than the other network simulators such as

ns-2 [4], we designed and developed an SCTP simulation module for QualNet the simula-

tor in the NSF WHYNET project [5]. The first official release ofthe SCTP module is de-

signed for QualNet 3.6.1 (October 2004) and the latest official release (release 2.0) is for

QualNet 3.9 (April 2006)1. The official SCTP QualNet module can be downloaded from

the WHYNET website at [5] or requested from the DEGAS Networking group SCTP web

site at [21].

In the following subsections, we briefly describe the implementation of the SCTP

QualNet module and its use within the networking community.

1 As of today, the SCTP QualNet module has been ported to QualNet 4.5.1. Therefore,
the next official release of the SCTP QualNet module will be released in QualNet
4.5.1 or higher.
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6.2 Implementation

A comprehensive SCTP simulation model using the QualNet simulator has been

developed in steps. Initially, we developed the standard SCTP protocol with both (1) the

multi-homing and (2) the multi-streaming features by following RFC 2960 and the SCTP

Implementer’s Guidedraft-ietf-tsvwg-sctpimpguide-10.txt2. Later, we

added (3) the Dynamic Address Reconfiguration (DAR) extension of SCTP into the mod-

ule by followingdraft-ietf-tsvwg-addip-sctp-10.txt3. We have also in-

corporated (4) the Partial Reliability Extension of SCTP (i.e., PR-SCTP) into the module

by following RFC 3758. Our latest official release (release 2.0) includes all the compo-

nents (1-4). Finally, we have added the CMT algorithms and retransmission policies [63]

into the SCTP QualNet module4.

For details of the user guide to install and use the SCTP QualNet module, as well

as its implementation details, please visit the DEGAS SCTP QualNet module web site at

[21].

6.2.1 Comparing the SCTP QualNet and the ns-2 Modules

To validate the correctness of our SCTP QualNet implementation, we cross-checked

with the SCTP ns-2 simulation module [32] using awired networking scenario. We have

repeated a subset of the CMT over wired networking simulations conducted using the

SCTP ns-2 simulation module (as presented in [63]) by using the SCTP QualNet simu-

lation module5. The simulation setup and topology are shown in Figure 6.1. An 8 MB

file is transferred from node A to node B using the CMT schemes by varying simulation

2 Note that, the SCTP Implementer’s Guide had become RFC 4460.RFC 2960 had
also been obsoleted by RFC 4960, which includes the errata and issues in RFC 4460.

3 Note that the DAR extension is now RFC 5061.
4 Therefore, the next official SCTP QualNet release will include CMT as well.
5 For the validation study, we used svn revision 1 of SCTP Module in QualNet 4.5.1.

We believe that the simulations in [63] mainly use ns-2.31.
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Figure 6.1: Wired simulation topology for evaluating SCTP CMT scheme

parameters (such as rBuf size, CMT RTX scheme, and the loss rate on path 2)6. In Figure

6.2 and 6.3, we annotated the QualNet results obtained with the ns-2 results from [63]

for unlimited rBuf and rBuf = 32 KB, respectively. In the figures, the red (solid) lines

show the ns-2 results extracted from [63] and the blue (dotted) lines show the QualNet

simulation results we obtained. The next sub-section discusses the results.

6.2.1.1 Discussion

Figures 6.2 and 6.3 show that our SCTP CMT QualNet implementation is com-

patible with the SCTP CMT ns-2 implementation. We observe the following comparing

the SCTP CMT QualNet and SCTP CMT ns-2 results.

• Although the absolute values of data points in the graphs between QualNet and

ns-2 implementations differ, the performance trends are similar. For instance, for

6 For further details of the simulation set up, please refer to[63] and [25].
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the unlimited rBuf case (Figure 6.2) the file transfer time ofAppStripe is larger

compared to the file transfer time with CMT for both QualNet and ns-2. In Figure

6.3, both QualNet and ns-2 results show that CMT with RTX-CWND outperforms

CMT with RTX-SAME especially for higher loss rates and limited rBuf (i.e., the

file transfer time of CMT using RTX-CWND is smaller compared to CMT using

RTX-SAME).

• We also observed that the absolute values of the data points (or the curves) of ns-2

are lower than those of QualNet for the unlimited rBuf case (Figure 6.2). However,

for the limited rBuf case (Figure 6.3), QualNet values (curves) are lower than the

ns-2 values. Note that, the impact of RTX-CWND on the performance of the CMT

associations is better observed for the limited rBuf and higher loss rates. We suspect

that the slight implementation differences between the SCTP QualNet and the ns-

2 modules might have caused the absolute value differences7. In addition, since

we did not run the ns-2 simulations in person, we do not know all the network

parameter values used in the ns-2 simulations (such as the queue lengths in the

routers).

6.3 Community Interest

While we are using the SCTP QualNet module for our own research [24, 23, 22,

26], the networking community’s interest in the module is also on the rise. According

to download records, there are together 40+ downloads from the WHYNET web site [5]

(since November 2004) and the DEGAS SCTP web site [21] (sinceJanuary 2006). Some

of the universities and institutions downloaded the SCTP QualNet module are listed in

Table 6.1.

7 While implementing the SCTP QualNet module, we also examined the SCTP ns-2.31
code. We had observed and noted some slight implementation differences between
SCTP QualNet and ns-2.31 modules, which are presented in Appendix D.
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6.4 Conclusion

Overall, we believe that the SCTP QualNet module is a comprehensive implemen-

tation of the SCTP protocol and its extensions. Currently, the SCTP QualNet module is

available as a patch to the official QualNet simulator package. In the near future, we plan

to merge and distribute the module within the official QualNet simulator releases.
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nology (CIIT), Pakistan (March’07); Hiroshima City University (Aug’07); Depart-
ment of Electronic Engineering, National Taiwan University of Science and Tech-
nology (Nov’07); Jawaharlal Nenru University, New Delhi, India (June’08); Nokia
Siemens Networks(NSN), Du-dubai Project in United Arab Emirates (July’08);
E’cole Polytechnique de Montre’al, Laboratory: LARIM (Laboratoire de Recherche
en Re’sautique et Informatique) (Aug’08); Department of Engineering Science, Na-
tional Cheng Kung University (Sept’08); Dept. of Information and Communication
Technology, Manipal Institute of Technology, India (Jan’09); Universidad Te’cnica
Federico Santa Mari’a en Chile, Departamento de Informa’tica (Feb’09); Mehran
University of Engineering and Technology, Pakistan (Feb’09); Universidade Fed-
eral de Santa Catarina, Brazil (March’09); Institute for Information Industry, Taiwan
(June’09); National Institute of Technology Kurukshetra,India (July’09); Dept. of
Computer Science, SUNY Binghamton, US (July’09); Dept of Computer Science,
B.S.Abdur Rahman University, India (March’10).

Table 6.1: Some of the SCTP QualNet module downloads since November 2004.
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Chapter 7

CONCLUSIONS AND FUTURE WORK

In this dissertation, we studied SCTP-based CMT in two contexts: (1) multihop

wireless networks (MWNs) and (2) TCP-friendliness. We summarize our contributions

and future research directions in the following two sub-sections.

7.1 CMT over MWNs

We studied two related problems in the context of CMT over MWNs. In the first

problem (Chapter 2), we examined the performance of CMT overIEEE 802.11 based

MWNs using both limited and unlimited receiver buffer (rBuf) size. We found out that

similar to the wired cases, when rBuf is not constrained, CMTover MWNs shows bet-

ter performance than one single-homed SCTP association andeven the ideal AppStripe

application. We suggest that considering the bandwidth limitations of MWNs compared

to their wired counterparts, applications will benefit fromusing CMT with a reasonably

large rBuf size over MWNs.

In the second problem (Chapter 3), we studied the ACK mechanism of CMT to

mitigate the effects of self-contention between T-DATA andT-ACK packets by exploiting

the availability of multiple (return) paths. The original CMT sends a T-ACK packet to the

latest path the DATA packet arrived from (i.e., potentiallyto any one of the return paths).

We explored another ACK policy, where ACK packets are alwayssent to the same (return)

path during the association lifetime. We found out that especially as the multihop wireless

path gets longer and the number of simultaneous CMT sub-flowsincreases, the alternative
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ACK policy shows better performance, even when the quality of the paths differ. We

showed that the better performance of the alternative ACK policy is due to the fact that

the inter-flow interference (between the DATA and the ACK packets) within a CMT flow

using the alternative ACK policy is less than the inter-flow interference within a CMT

flow with the original ACK policy. This situation causes the aggregated sending rate of

the CMT flow using the alternative ACK policy to become higherthan the aggregated

sending rate of the CMT flow using the original CMT ACK policy.

Our future research is to further improve the performance ofCMT over MWNs

by adapting techniques of improving (single-path) TCP performance over MWNs (such

as data pacing [45, 59], congestion window limiting [35, 36,70, 74] and ACK thinning

[19, 34, 42, 45, 49, 96]) to exploit the availability of multiple paths between the source

and the destination hosts.

7.2 TCP-Friendliness with CMT

TCP-friendliness in the Internet has been traditionally studied in the context of

single-path or single-homed transport connections. We designed an experimental frame-

work to investigate TCP-friendliness of CMT, which, unlikestandard TCP, uses multiple

paths simultaneously. In our experimental framework, we first explored TCP-friendliness

of single-homed SCTP (Chapter 4). We showed that although SCTP’s congestion con-

trol mechanisms are intended to “be similar to” TCP’s, beinga newer protocol, SCTP

has already incorporated some of TCP’s enhancements. Therefore, SCTP obtains higher

share of the bandwidth when competing with TCP that does not have similar enhance-

ments. We conclude that SCTP is TCP-friendly but achieves higher throughput than TCP,

due to SCTP’s better loss recovery mechanisms [15, 82, 83, 84], just as TCP-SACK or

TCP-Reno outperforms TCP-Tahoe.

In Chapter 5, we investigated the TCP-friendliness of CMT. We measured the

sending rate of one two-homed CMT flow and two SCTP flows, and also the impact

of CMT and two SCTP flows on the other TCP flows in the network while sharing a
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tight link. We found out that while sharing a tight link with other TCP flows, CMT’s

performance is similar or worse than two SCTP flows mainly because of the burstier

data traffic that CMT creates compared to two SCTP flows. We also discovered that one

two-homed CMT flow obtains higher share of the tight link bandwidth compared to two

TCP flows, because of better loss recovery mechanisms in CMT (as CMT inherits built-in

TCP enhancements in SCTP). In addition, sharing of ACK information makes CMT more

resilient to losses [60]. Although CMT obtains higher throughput than two independent

TCP flows, CMT’s AIMD-based congestion control mechanism allows other TCP flows

to co-exist in the network. We conclude that CMT to be TCP-friendly, just as two TCP-

Reno flows are TCP-friendly compared to two TCP-Tahoe flows.

The experimental framework designed in this dissertation can be extended to have

more rigorous study of TCP-friendliness of both single-homed SCTP and CMT. We ex-

pect to obtain more insights by investigating (i) the increase in the number of SCTP and

CMT flows in the network, (ii) the increase in the number of CMTsubflows (hence, con-

currency of one CMT flow), (iii) the impact of asymmetric RTTsand edge links, and

(iv) the existence of unresponsive flow (similar to UDP) and short-lived TCP flows in the

background traffic similar to the testing suite in [20]. In addition to simulations, it will be

worth developing the experimental framework in a network emulator to work with SCTP

and CMT kernel implementations.

Our final word on TCP-friendliness of CMT is that although this dissertation in-

vestigates the TCP-friendliness of CMT in accordance with the current TCP-friendliness

doctrine, we witness hot debates in IETF that questioned thevery foundation of the TCP-

friendly Internet. We argue that multihoming and CMT are twoof the developments that

support a research agenda to pursue alternative fairness criteria for the Internet.
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Appendix A

TWO-TCP CASE: INDIVIDUAL FLOW THROUGHPUTS (FOR

CHAPTER 5)

Note that, the first two bars in each of the figures in this appendix are for TCP1

and TCP2, respectively. The remaining bars are for each of the othern TCP flows.
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Figure A.1: Per flow throughput for two-TCP case (n:8, seeds: 2001-2006)
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Figure A.2: Per flow throughput for two-TCP case (n:8, seeds: 2007-2012)
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Figure A.3: Per flow throughput for two-TCP case (n:8, seeds: 2013-2018)
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Figure A.4: Per flow throughput for two-TCP case (n:8, seeds: 2019-2024)

105



 0

 2

 4

 6

 8

 10

 5  10  15  20  25

T
h

ro
u

g
h

p
u

t 
(M

b
p

s
)

Source Node ID

n = 8 (seed : 2025)

bw/(n+2)

 0

 2

 4

 6

 8

 10

 5  10  15  20  25

T
h

ro
u

g
h

p
u

t 
(M

b
p

s
)

Source Node ID

n = 8 (seed : 2026)

bw/(n+2)

 0

 2

 4

 6

 8

 10

 5  10  15  20  25

T
h

ro
u

g
h

p
u

t 
(M

b
p

s
)

Source Node ID

n = 8 (seed : 2027)

bw/(n+2)

 0

 2

 4

 6

 8

 10

 5  10  15  20  25

T
h

ro
u

g
h

p
u

t 
(M

b
p

s
)

Source Node ID

n = 8 (seed : 2028)

bw/(n+2)

 0

 2

 4

 6

 8

 10

 5  10  15  20  25

T
h

ro
u

g
h

p
u

t 
(M

b
p

s
)

Source Node ID

n = 8 (seed : 2029)

bw/(n+2)

 0

 2

 4

 6

 8

 10

 5  10  15  20  25

T
h

ro
u

g
h

p
u

t 
(M

b
p

s
)

Source Node ID

n = 8 (seed : 2030)

bw/(n+2)

Figure A.5: Per flow throughput for two-TCP case (n:8, seeds: 2025-2030)
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Figure A.6: Per flow throughput for two-TCP case (n:64, seeds: 2001-2006)
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Figure A.7: Per flow throughput for two-TCP case (n:64, seeds: 2007-2012)
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Figure A.8: Per flow throughput for two-TCP case (n:64, seeds: 2013-2018)
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Figure A.9: Per flow throughput for two-TCP case (n:64, seeds: 2019-2024)
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Figure A.10: Per flow throughput for two-TCP case (n:64, seeds: 2025-2030)
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Appendix B

TWO-SCTP CASE: INDIVIDUAL FLOW THROUGHPUTS (FOR

CHAPTER 5)

Note that, the first two bars in each of the figures in this appendix are for SCTP1

and SCTP2, respectively. The remaining bars are for each of then TCP flows.
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Figure B.1: Per flow throughput for two-SCTP case (n:8, seeds: 2001-2006)
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Figure B.2: Per flow throughput for two-SCTP case (n:8, seeds: 2007-2012)
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Figure B.3: Per flow throughput for two-SCTP case (n:8, seeds: 2013-2018)
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Figure B.4: Per flow throughput for two-SCTP case (n:8, seeds: 2019-2024)
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Figure B.5: Per flow throughput for two-SCTP case (n:8, seeds: 2025-2030)
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Figure B.6: Per flow throughput for two-SCTP case (n:64, seeds: 2001-2006)
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Figure B.7: Per flow throughput for two-SCTP case (n:64, seeds: 2007-2012)
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Figure B.8: Per flow throughput for two-SCTP case (n:64, seeds: 2013-2018)
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Figure B.9: Per flow throughput for two-SCTP case (n:64, seeds: 2019-2024)
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Figure B.10: Per flow throughput for two-SCTP case (n:64, seeds: 2025-2030)
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Appendix C

THE CMT CASE: INDIVIDUAL FLOW THROUGHPUTS (FOR

CHAPTER 5)

Note that, the first two bars in each of the figures in this appendix are for the two

subflows of the CMT flow. The remaining bars are for each of then TCP flows.
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Figure C.1: Per flow throughput for the CMT case (n:8, seeds: 2001-2006)
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Figure C.2: Per flow throughput for the CMT case (n:8, seeds: 2007-2012)

125



 0

 2

 4

 6

 8

 10

 12

 5  10  15  20  25

T
h

ro
u

g
h

p
u

t 
(M

b
p

s
)

Transport Flow ID

n = 8 (seed : 2013)

bw/(n+2)

 0

 2

 4

 6

 8

 10

 5  10  15  20  25

T
h

ro
u

g
h

p
u

t 
(M

b
p

s
)

Transport Flow ID

n = 8 (seed : 2014)

bw/(n+2)

 0

 2

 4

 6

 8

 10

 12

 5  10  15  20  25

T
h

ro
u

g
h

p
u

t 
(M

b
p

s
)

Transport Flow ID

n = 8 (seed : 2015)

bw/(n+2)

 0

 2

 4

 6

 8

 10

 12

 5  10  15  20  25

T
h

ro
u

g
h

p
u

t 
(M

b
p

s
)

Transport Flow ID

n = 8 (seed : 2016)

bw/(n+2)

 0

 2

 4

 6

 8

 10

 12

 5  10  15  20  25

T
h

ro
u

g
h

p
u

t 
(M

b
p

s
)

Transport Flow ID

n = 8 (seed : 2017)

bw/(n+2)

 0

 2

 4

 6

 8

 10

 5  10  15  20  25

T
h

ro
u

g
h

p
u

t 
(M

b
p

s
)

Transport Flow ID

n = 8 (seed : 2018)

bw/(n+2)

Figure C.3: Per flow throughput for the CMT case (n:8, seeds: 2013-2018)
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Figure C.4: Per flow throughput for the CMT case (n:8, seeds: 2019-2024)
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Figure C.5: Per flow throughput for the CMT case (n:8, seeds: 2025-2030)
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Figure C.6: Per flow throughput for the CMT case (n:64, seeds: 2001-2006)

129



 0

 0.5

 1

 1.5

 2

 2.5

 3

 20  40  60  80  100  120  140

T
h

ro
u

g
h

p
u

t 
(M

b
p

s
)

Transport Flow ID

n = 64 (seed : 2007)

bw/(n+2)

 0

 0.5

 1

 1.5

 2

 2.5

 3

 20  40  60  80  100  120  140

T
h

ro
u

g
h

p
u

t 
(M

b
p

s
)

Transport Flow ID

n = 64 (seed : 2008)

bw/(n+2)

 0

 0.5

 1

 1.5

 2

 2.5

 3

 20  40  60  80  100  120  140

T
h

ro
u

g
h

p
u

t 
(M

b
p

s
)

Transport Flow ID

n = 64 (seed : 2009)

bw/(n+2)

 0

 0.5

 1

 1.5

 2

 2.5

 3

 20  40  60  80  100  120  140

T
h

ro
u

g
h

p
u

t 
(M

b
p

s
)

Transport Flow ID

n = 64 (seed : 2010)

bw/(n+2)

 0

 0.5

 1

 1.5

 2

 2.5

 3

 20  40  60  80  100  120  140

T
h

ro
u

g
h

p
u

t 
(M

b
p

s
)

Transport Flow ID

n = 64 (seed : 2011)

bw/(n+2)

 0

 0.5

 1

 1.5

 2

 2.5

 3

 20  40  60  80  100  120  140

T
h

ro
u

g
h

p
u

t 
(M

b
p

s
)

Transport Flow ID

n = 64 (seed : 2012)

bw/(n+2)

Figure C.7: Per flow throughput for the CMT case (n:64, seeds: 2007-2012)
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Figure C.8: Per flow throughput for the CMT case (n:64, seeds: 2013-2018)
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Figure C.9: Per flow throughput for the CMT case (n:64, seeds: 2019-2024)
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Figure C.10: Per flow throughput for the CMT case (n:64, seeds: 2025-2030)
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Appendix D

SCTP QUALNET VS. NS-2 IMPLEMENTATION

In this appendix, we present some of the slight implementation differences that

we noted between the SCTP QualNet 4.5.1 (svn version 1) module and the SCTP ns-2.31

module. The legend we used is as follows.

DIFF(X, Y, ...): a feature where the QualNet module has

a different implementation of the same functionality in ns-2

which might affect protocols X, Y, ....

• DIFF(CMT, SCTP 1): in detecting the stale acks2. Let’s examine the code segment

below in theprocessSackChunk() function of the ns-2 code.

....

if(spSackChunk->uiCumAck < uiCumAckPoint)

{

/* this cumAck’s a previously cumAck’d tsn

* (ie, it’s out of order!)

* ...so ignore!

*/

DBG_PL(ProcessSackChunk,

"ignoring out of order sack!") DBG_PR;

1 We refer to the plain SCTP as in [98].
2 The conclusion section of [62] also talks about stale acks.
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DBG_X(ProcessSackChunk);

return;

}

....

We noted that, thisif statement is not sufficient to decide the most up-to-date SACK chunk

reaching the data sender. Let’s consider a CMT association between two paths Ps and Pf

where Ps is slower (for instance, longer delay) than Pf . Usually SACKs fromPs will arrive

at the sender later than SACKs fromPf . For instance, a SACK chunk such as

(i) SACK(cumAck: 300, gapAckBlock: 302-303, arwnd: 5000) via path

Ps can arrive at the senderafter the SACK chunk

(ii) SACK(cumAck: 300, gapAckBlock: 302-305, arwnd: 3000) via

PathPf .

Since, thecumAck values on both SACK chunks are the same, both SACK chunks will

be processed at the sender. However, the SACK data at (i) isolder than the SACK data

at (ii). If the SACK chunk at (i) is processed after the SACK chunk at (ii), then the data

sender will calculate thepeerRwnd value incorrectly. This is because at the end of the

processSackChunk() function, the following code segment is executed to calculate

peerRwnd at the sender.

....

uiTotalOutstanding = TotalOutstanding();

if(uiTotalOutstanding <= spSackChunk->uiArwnd)

uiPeerRwnd =

(spSackChunk->uiArwnd - uiTotalOutstanding);

else

uiPeerRwnd = 0;

....
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WhenpeerRwnd is calculated incorrectly at the data sender, the sender might send more

data chunks than the receiver can store in its receiver buffer. In this case, the receiver keep

dropping the extra data chunks and will keep advertisingarwnd value as zero. This situ-

ation causes the CMT association to get into a deadlock wheresome the data chunks are

dropped at the receiver due to being out of buffer space whilethe sender keeps retransmit-

ting these data chunks.

As a solution to this problem, we introduced a new variabletcb->lastArwnd into the

QualNet code and modified theif statement inprocessSackChunk() function, where

out-of-order SACK chunks are decided as follows.

....

if (

(

modularLt(sackChunk.cumTsnAck,

tcb-> lastRcvdTsn, SCTP_SERIAL_BITS_32)

)

||

(

(sackChunk.cumTsnAck == tcb-> lastRcvdTsn)

&& (sackChunk.arwnd > tcb-> lastArwnd)

)

)

{// out-of-order SACK

snprintf(buf, SCTP_BUFFER_SIZE-1,

"Node %u, SACK chunk is out-of-order.

Drop the SACK silently.\n",

node-> nodeId,
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tcb-> state);

printSctpDebugMsg(buf);

}

else

{// SACK is up-to-date and ready to be processed

....

}

• DIFF(CMT): The ns-2 module introduces variablerecoverper destination address which

is used only to prevent multiple cwnd cuts in a window. However, (*) when a SACK is be-

ing processed while a particular destination address is in fast recovery mode, the cwnd of

the destination should not be modified [98]. It seems that thens-2 module did not imple-

ment (*). However, in the QualNet module, we did implement (*), after a discussion with

Dr. Janardhan Iyengar.

• DIFF(CMT): The ns-2 module keeps a variable namedrecover per destination address

to keep track of the fast recovery mode per destination. Whenever a markedTSN is >

recover, cwnd cut is allowed. Instead, in the QualNet module, we keeptwo variables

namedrecover andinFastRecovery per destination to keep track of the fast recov-

ery mode per destination. Whenever there is a fast retransmission, the fast recovery mode is

entered (if not already in fast recovery) and the highest outstanding TSN for the destination

is recorded. Whenever thepseudocumAck for the destination> recover, fast recovery

for the destination terminates.

This method of keeping track of the fast recovery mode per destination in the QualNet

implementation is definitely different from ns-2 implementation. However, based on our

discussion with Dr. Janardhan Iyengar, both methods make sense and should not make a

difference in term of the functionality.
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Appendix E

SCTP AND TCP PACKET FORMATS

Figure E.1: SCTP Protocol Data Unit (PDU) format

Figure E.2: SCTP Common Header format
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Figure E.3: SCTP Data chunk format

Figure E.4: SCTP SACK chunk format
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Figure E.5: TCP Protocol Data Unit (PDU) format
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