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ABSTRACT

A multihome-capable transport layer protocol allows anligpgion to transmit
data via multiple (disjoint) paths simultaneously, a schéarmed concurrent multipath
transfer (CMT). SCTP is an IETF-standardized transpoeigyotocol with built-in mul-
tihoming capability. In prior work, a CMT protocol using S€Tmultihoming (termed
SCTP-based CMT) was proposed and investigated for impgoapplication through-
put in wired networks. In that effort, SCTP-based CMT wasd&d in (bottleneck-
independent) wired networking scenarios with ns-2 simotest This dissertation studies
SCTP-based CMT in two specific contexts using QualNet sitrmra: (i) CMT over
Multihop Wireless Networks (MWNSs), and (ii) TCP-friendéss of CMT in the Internet.

CMT over MWNSs: Given the recent advances in multiple-radomes, multi-
channel radios, and multi-path routing, more multihomedasoare deployed in the wire-
less networks. This trend motivated us to study two spea$iaes in the context of CMT
over MWNSs. The first issue concerns the performance of CMT MM/Ns, where we
studied how the contention-induced losses and the wiretemsnel characteristics impact
the performance of CMT. We found that similar to the wiredesssCMT over MWNs
showed better performance than one single-homed SCTPiaisn@nd even the ideal
AppStripe application, when the receiver buffer (rBuf) wasonstrained. For the cases
of constrained rBuf, we showed that considering the bantwlichitations of multihop
wireless networks compared to their wired counterpartsif dzes bigger than 128 KB
can be sufficiently enough not to restrain the CMT perfornear@verall, we concluded
that applications will benefit from using CMT in the MWNSs cert when they have suf-

ficiently large rBuf. The second issue concerns the ackmbgvteent (ACK) mechanism

XVii



of CMT, where we investigated different design choicesier ACK mechanism of CMT
in MWN to mitigate the effects of contention-induced losgeshe multihop wireless
channels among data and ACK traffic. According to the ACKgyodif the original CMT,
an ACK packet is sent to the path where the latest DATA pacdkeies from. Therefore,
a CMT receiver may send ACKs packets to any one of the (repaith)s. We evaluated
an alternative ACK policy which sends ACK packets to the s@eteirn) path during the
entire association lifetime. We found out that especiafiyttee multihop wireless path
gets longer and the number of simultaneous CMT sub-flowsas®s, the alternative
ACK policy shows better performance, even when the qualitthe paths differ. This
is because the inter-flow interference (between the DATAtArAACK packets) within a
CMT flow using the alternative ACK policy is less than the iitew interference within
a CMT flow with the original ACK policy, which causes the agggited sending rate of
the CMT flow using the alternative ACK policy to become highigain the aggregated
sending rate of the CMT flow using the original CMT ACK policy.

TCP-friendliness of CMT: TCP has been the de facto transpgetr protocol used
for reliable communications in the Internet. Following theernet’s infamous congestion
collapse in the late 80s, congestion control algorithmsawecorporated into TCP. The
doctrine of TCP-friendliness then appeared at the end o&8@sresponse to the increase
of non-TCP traffic in the Internet to protect the health arabsity of the Internet. The
TCP-friendliness doctrine states that the sending rateradraTCP flow should be ap-
proximately the same as that of a TCP-flow under the same tonsliRTT and packet
loss rate). In addition, the doctrine states that non-T@Rsjport layer protocols should
implement some form of congestion control to prevent cotigesollapse. However, re-
cent developments of multihoming and CMT challenge thiditi@nal definition of TCP-
friendliness which was introduced for single-homed (s#géth) end-to-end connections.
In this dissertation, we surveyed historical developmehthe TCP-friendliness concept

and argued that the original TCP-friendliness doctrineutthbe extended to incorporate

XViii



multihoming and SCTP-based CMT. Since CMT is based on (@®ihghmed) SCTP, as a
first step, we investigated TCP-friendliness of single-BdnSCTP. We discovered that
although SCTP’s congestion control mechanisms were ie@tabe “similar’ to TCP’s,
being a newer protocol, SCTP specification has some of theogexl TCP enhancements
already incorporated which results in SCTP performingdyettan TCP. Therefore, SCTP
can obtain larger share of the bandwidth when competing aiifCP flavor that does
not have similar enhancements. We concluded that SCTP isfii€@Rlly but achieves
higher throughput than TCP, due to SCTP’s better loss regawechanisms just as TCP-
SACK or TCP-Reno performs better than TCP-Tahoe. Then, wigded an experimen-
tal framework to investigate the TCP-friendliness of CMTcacling to the traditional
doctrine of TCP-friendliness. Via QualNet simulations, measured the sending rate of
one two-homed CMT flow (containing two CMT subflows) and twol®Jlows and the
impact of CMT and two SCTP flows on the other TCP flows in the oetwvhile sharing
a tight link. We found out that one two-homed CMT associaliaa similar or worse per-
formance (for smaller number of competing TCP flows) thareifpgregated performance
of two independent, single-homed SCTP associations whaeirsg the link with other
TCP connections, for the reason that a CMT flow creates aibudsta traffic than inde-
pendent SCTP flows. When compared to the aggregated perioenad two-independent
TCP connections, one two-homed CMT obtains higher shareeofight link bandwidth
because of better loss recovery mechanisms in CMT (as CMAritstall the built-in TCP
enhancements in SCTP). In addition, sharing of ACK infororatnakes CMT more re-
silient to losses. Although CMT obtains higher throughphart two independent TCP
flows, CMT’s AIMD-based congestion control mechanism aather TCP flows to co-
exist in the network. Therefore, we concluded that CMT is Ti@&nhdly, similar to two
TCP-Reno flows are TCP-friendly when compared to two TCPRo&dlows.

To facilitate the above research, we developed SCTP and $a@%&d CMT simu-

lation modules in the QualNet network simulator. We alsssfohecked the correctness

XiX



of our SCTP QualNet module with SCTP ns-2 module using wiretivarking scenar-
ios. We showed that though these two simulators are diftetea performance trends
between the ns-2 and the QualNet implementations are sjnadfdating the QualNet
implementation of SCTP and CMT.
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Chapter 1

INTRODUCTION

A host ismultihomed if the host has multiple network addresses [29]. We are
seeing more multihomed hosts connected to the networkshenkhternet. For instance,
PCs with one Ethernet card and one wireless card, and catlgghweith dual Wi-Fi and 3G
interfaces are already common realities. Nodes with mleltiadios and radios operating
over multiple channels are being deployed [1, 2]. In additi¢/i-Fi wireless interface
cards became so cheap that nodes with multiple Wi-Fi cardsvéieless mesh networks
(or testbeds) with multiple radios become practical [76, 92

A transport protocol supports multihoming, if it allows nibbmed hosts at the
end(s) of a single transport layer connection. That isadtihome-capable transport
protocol allows asetof network addresses, instead of a single network addrésbea
connection end points. When each network address is bouadliiferent network in-
terface card connected to a different physical network tiplel physical communication
paths become available between a source host and a destihast (Figure 1.1).

A multihome-capable transport protocol can accommontatiéiple pathdetween
a source host and a destination host withgiragletransport connection. Therefore, tech-
nically, a multihomed transport protocol allows simultane transfer of application data
through different paths from a source host to a destinatmst,la scheme termedon-
current Multipath Transfer (CMT)Network applications can benefit from CMT in many
ways such as fault-tolerance, bandwidth aggregation, mcreéased application through-

put.



Figure 1.1: Example of multihoming (with multiple disjoint paths)

The current transport layer workhorses of the Internet, B6& UDP, do not sup-
port multihoming. However, th&tream Control Transmission Protocol (SCTP8, 99]
has built-in multihoming support. Since SCTP supports ihathing natively, SCTP has
the capability to realize CMT for the network applicatiofis this dissertation, we study
SCTP-based CMT [63] in two research contexts: multihop leg® networks (MWNS)
and TCP-friendliness in the Internet.

The following section (Section 1.1) presents a primer on Bddllowed by the
scope of the problems studied in this dissertation (Sedtigh We conclude this chapter

by describing the organization of the dissertation in Secii.3.

1.1 SCTP Primer

SCTP was originally designed to transport telephony siggahessages over IP
networks. Later on, SCTP, supported by IETF, was found lissfa general purpose, re-
liable transport protocol for the Internet. SCTP provides/ges similar to TCP’s (such
as connection-oriented reliable data transfer, ordered dalivery, window-based and
TCP-friendly congestion control, flow control) and UDP’si¢h as unordered data de-

livery, message-oriented). In addition, SCTP provideso#ervices neither TCP nor



UDP offers (such as multihoming, multistreaming, protactagainst SYN flooding at-
tacks) [100]. In the SCTP jargon, a transport layer conoeacis called arassociation
Each SCTP packet, or generally call8@TP protocol data unit (SCTP-PDJjontains

an SCTRcommon headesind multiple data or contrahunks.

1.1.1 SCTP Multihoming

One of the most innovative features of SCTP is its built-idtithaming capability
where an association can be established betweaenad local and asetof remote IP ad-
dresses as opposed teiaglelocal and asingleremote IP address as in a TCP connection.
In an SCTP association, each SCTP endpoint choas#sgle port Although multiple
IP addresses are possible to reach one SCTP endpoint, oalgfdhe IP addresses is
specified as thprimary IP address to transmit data to the destination endpoint.

Thereachabilityof the multiple destination addresses are monitored by S&TrP
periodic heartbeatcontrol chunks sent to the destination IP addresses. Thecappn
data is senbnlyto the primary destination address of an SCTP endpoint. Mekyé the
primary address of an SCTP endpoint fails, one of the alterdastination addresses is
chosen to transmit the data dynamically, a process te®aIP failover

In Figure 1.1, both Host A and Host B have two network intezigovhere each
interface has one single IP address Al, A2 and B1, B2, reispgctEach interface is con-
nected to a separate (i.e., physically disjoint) networkt{®rk; and Networlg). There-
fore, two end-to-end paths exist between Host A and Host B¢/l and A2 to B2). One
SCTP association accommodates all of the IP addressesloheatand multiple paths
between the hosts as followg;Al, A2 : portA],[B1, B2 : portB]). Note that, two
different TCP connections are needed to accommodate alPtlaeldresses and the two
paths in the same figure, namé¢)Al : portA], [B1 : portB]) and([A2 : portA], [B2:
portB]).

1 Formats of SCTP-PDU, common header, data chunk, and sorhe obnhtrol chunks
are presented in Appendix E.



1.1.2 Concurrent Multipath Transfer (CMT) with SCTP

Although the standard SCTP [98] supports multiple IP adiedo reach a des-
tination host, only one of the IP addresses, nartedprimary IP addressis used as
a destination at any time, to originally transmit applioatidata to a destination host.
The IP addresses other than the primary IP address are agdyfosretransmitting data
during failover for the purpose of fault tolerance. Therefoin reality, the standard
SCTP does not fully utilize its potential to facilitate CM®rfapplications. Research
efforts on the concurrent use of the multiple paths withirS8TP association continue
[33, 44, 60, 75, 88, 108]. The SCTP-based C\foposed by lyengar et. al. [60, 63] is
the first SCTP research effort aiming to increase applicatwoughput through concur-
rency.

Because paths may have different end-to-end delagisely? transmitting data
to multiple destination addresses (over different pathff)izvan SCTP association will
often result in out-of-order arrivals at a multihomed SCEBaiver. Out-of-order arrivals
have negative effects on SCTP throughput due to spuriotisdansmissions, and pre-
vent congestion window growth even when ACKs continue arg\at the sender. CMT
[63] proposed the following three algorithms to mitigate #iffects of reordering at the

receiver.

e Split Fast Retransmit (SFR) algorithn@ut-of-order arrivals at the receiver cause
the receiver to send duplicate SACKs or SACKs with gap ackksowhich in
turn cause spurious fast retransmissions at the sende6SHRealgorithm addresses

this issue by introducing a virtual queue per destinatioth @ducing the missing

2 From now on, any mention &MT, SCTP-based CMTor SCTP CMTrefers to the
CMT proposed in [60, 63].

3 That is, simply using the standard SCTP without any modificat

4 “Each Gap Ack Block acknowledges a subsequence of TSNsvestéollowing a
break in the sequence of received TSNs.” [98]



reports per TSN (Transmission Sequence Number) correxfydvent unnecessary

fast retransmissions.

Cwnd Update for CMT (CUC) algorithmThe cwnd evolution algorithm of the
standard SCTP allows the cwnd of a path to be updated only whew cumu-
lative ACK arrives at the sender. Therefore, with CMT whenKA@ackets with
unchanged cumulative ACKs (caused by the reordering dueetaise of simulta-
neous paths) arrive at the sender, the cwnd value of the atitd updated. CUC
addresses this issue by tracking the latest TSN receivedier per destination and

hence avoids unnecessary reduction in the congestion wingdates.

Delayed ACK for CMT (DAC) algorithmThe standard SCTP employs a built-in
delayed SACK algorithm to reduce the ACK traffic. When reoirttpis observed at
the receiver, the delayed ack algorithm of the standard S&Edtes that the receiver
should immediately send an ACK without waiting any furthéowever, with CMT,
there is frequent reordering which will cause the ACK traffiat to be delayed.
The DAC algorithm handles this issue by forcing the receteesometimes delay
sending ACKs even when reordering is observed at the recwveelp reducing
the ACK traffic.

The availability of multiple destination addresses in anfTB@ssociation allows

an SCTP sender to select one destination address for tlamsatissions. However, in

standard SCTP since only the primary destination addrasseid to send new data, there

is no sufficient information about the condition of all otlpaths. On the other hand, since

CMT simultaneously uses all the paths, a CMT sender mamiaicurate information

regarding the condition of all the paths. Therefore, a CMfdss can better select a path

to send retransmissions. CMT includes the following regraission policies.

e RTX-SAME: All of the retransmissions of a data chunk are alsvaent to the same

destination address that the original transmission of #ta dhunk is sent to.
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o RTX-CWND: A retransmission is sent to the active destimatoldress with the

highest cwnd value.

e RTX-SSTHRESH: A retransmission is sent to the active dagstn address with

the highest ssthresh value.

e RTX-ASAP: A retransmission is sent to the active destimatidth space available

in the cwnd of the path, at the time of the retransmission.

1.2 Scope of the Dissertation
In this dissertation, we study SCTP CMT in two research odstenultihop wire-
less networks (MWNSs) and TCP-friendliness in the Interfgte following subsections

describe these two research efforts.

1.2.1 CMT over MWNs

In a MWN, nodes communicate with each other using wireledmsa Wireless
medium (air) is a common resource shared among the nodesraadiam access control
(MAC) protocol coordinates the access to the shared medinraddition, communica-
tions between two end nodes go through multiple intermediatles (hops). Therefore,
each node in the network is also a relay (router) for the atlegles in the network.

lyengar et. al. proposed an SCTP-based CMT [63, 60] to aehiereased ap-
plication throughput and studied the performance of CMTariaus wired scenarios. In
this dissertation, we study STCP-based CMT over MWNSs. Reagvances in multiple
radio nodes, multichannel radios [1, 2], and multipath irayiprotocols have fueled such
research.

In this dissertation, we investigate the performance of GNTEEE 802.11 [12]
based MWNSs using QualNet simulations. In particular, wel@eghow contention-

induced losses and multihop forwarding impact applicatiooughput over CMT in the



context of MWN. In addition to evaluating the performancetted original CMT algo-
rithms over MWNSs, we also investigate how alternative desig transmission of CMT

acknowledgments (ACK) impact the performance of CMT.

1.2.2 TCP-Friendliness with CMT

TCP is the de facto reliable transport protocol used in tteriret. Following
the infamous Internetongestion collapsén 1986 [65], several congestion control al-
gorithms were incorporated into TCP to protect the stagbdihd health of the Internet
[65]. As a direct response to widespread use of non-TCP paahgrotocols, the con-
cept of TCP-friendlinesemerged [77]. Briefly, TCP-friendliness states that thedsen
rate of a non-TCP flow should be approximately the same asfta{TCP flow under
the same conditions (RTT and packet loss rate) [55]. In addia non-TCP transport
protocol should implement some form of congestion contgbitevent congestion col-
lapse. Since 1990s, new developments, such as multihomioh@MT, challenge this
traditional definition of TCP-friendliness which was ongily introduced for single-path
end-to-end connections. For instance, recently, therswdstantial activities in the IETF
and the IRTF mailing lists (such asirg, tsvwg, iccrgandend2end-interetdiscussing
the definition of TCP-friendliness and other related isggash as compliance with TCP-
friendly congestion control algorithms, what can causegestion collapse in the Internet,
Internet-friendly vs. TCP-friendly algorithms, fairnestflow rate fairness).

In this dissertation, we survey the historical developnuéitCP-friendliness and
argue that the existing definition should be extended torpaate SCTP CMT and mul-
tihoming. Since SCTP CMT is based on (single-homed) SCTRiratanvestigate TCP-
friendliness of single-homed SCYPNe then study TCP-friendliness of SCTP CMT ac-

cording to the traditional definition of TCP-friendlines&/] using QualNet simulations.

5 Note that, although SCTP has “similar” congestion contrettranisms as TCP, there
are subtle differences between (single-homed) SCTP and TCP
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1.3 Organization of the Dissertation

The organization of this dissertation is depicted in FiglZ We study transport
layer multihoming, specifically SCTP multihoming and CMii two contexts, multihop
wireless networks (MWNSs) and TCP-friendliness in the In&gr

Chapter 2 and Chapter 3 are related to the first context, MWNSChapter 2,
we investigate the performance of SCTP CMT in the context ¥¥IN&. We compare
the performance of CMT over MWNs vs. CMT over wired networksl sstudy how
the characteristics of multihop wireless networks (sucimagtihop forwarding, hidden
terminals, and contention-based losses) impact the peaioce of CMT. In the following
chapter (Chapter 3), we focus on ACK mechanisms of CMT anduate alternative
designs when sending ACKs to the CMT sender in the contextWiNg.

The following two chapters, Chapter 4 and 5, are related ¢osécond context,
TCP-friendliness in the Internet. The original design gogBECTP CMT was to have
application throughput at least as high as the aggregadactapon throughput of multi-
ple independent (single-homed) SCTP associations. Natglflengar et. al. studied the
performance of CMT only in bottleneck-independent, wiretwork topologies. How-

ever, the aggressiveness of SCTP CMT without the assumgpitiooitleneck-independent



topology is still unknown. As a first step in understandingPFftiendliness of SCTP
CMT, we investigate TCP-friendliness of single-homed SQTR sharedight link [66]
topology in Chapter 4. In Chapter 5, we study TCP-friendisef CMT.

To facilitate our research, we implemented SCTP with vaziextensions of SCTP
and SCTP CMT in the QualNet network simulator [3]. Chaptere8alibes the imple-
mented SCTP QualNet module [21]. We also cross-checked@ié)ualNet module
with the SCTP ns-2 module in wired simulation scenarios i@age the correctness of
the SCTP QualNet module.

Finally, Chapter 7 summarizes the contributions of theeatisdion and future re-

search plan.



Chapter 2

PERFORMANCE OF CMT OVER MWNS

In this chapter, we study the performance of CMT over mulftilvareless net-
works (MWNSs) [26]. We first describe our problem in Sectiod.2In Section 2.2, we
give a background on the IEEE 802.11 DCF MAC protocol. Secf#d® presents our
simulation design followed by the hypotheses to be vallatal the analysis of the sim-
ulation results in Section 2.4. Section 2.5 discussesa@labrk. Section 2.6 concludes

the chapter.

2.1 Problem Statement

lyengar et. al. proposed a CMT protocol using SCTP multimgrio improve
application throughput, and studied the performance of Gd@ér wired networks us-
ing ns-2 simulations. Given advances in multi-radio nodesltichannel radios [1, 2],
and multipath routing, more multihomed nodes are deplogediieless networks, which
motivates us to study SCTP-based CMT over wireless netwémksarticular, we investi-
gate application throughput of SCTP-based CMT over st&tH 802.11-based multihop
wireless networks using QualNet simulations. In this wevk,considered a specific type
of MWNSs, where (i) all the nodes are stationary, (ii) theran@s connection to a wired
network or the Internet, and (ii) the medium access is oichesl by the IEEE 802.11
DCF MAC protocol [12]. Such MWNSs are motivated bgmmunity mesh networks3],
for instance. Within a community mesh network, although sashthe nodes are di-
rectly connected to the Internet, nodes may directly comoaie among each other over

multihop paths to engage in peer-to-peer interactions.
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is one type of network that motivates our CONfiguration. Sashéhe nodes
within a community mesh network are connected to the Inteim& other nodes may
talk to each other directly over multihop paths. We can adersa scenario where one
neighbor node is downloading a file from another neighbohauit the need to connect

to the Internet.

2.2 Background
This section describes the details of the IEEE 802.11 DCF NdAgEocol.

2.2.1 |EEE 802.11 DCF Primer

In wireless networks, spectrum is a shared and scarce @sthat demands con-
trolled access. The IEEE 802.11 Distributed Coordinationdtion (DCF) MAC protocol
[12] is thede factomedium access standard used in (multihop) wireless neswvork

IEEE 802.11 DCF is basically a carrier sense multiple ac¢ESSMA) scheme
with collision avoidance (CA) and positive acknowledgnsgiM-ACKs!). A node want-
ing to transmit data (M-DATA) first senses the medium, termglalysical carrier sensing
If the medium is not being used by the transmissions of otbdes, the node transmits
its M-DATA. The receiver responds with an M-ACK after redeiy the M-DATA. IEEE
802.11 DCF also usedrtual carrier sensingfor collision avoidance. Basically, each
IEEE 802.11 DCF PDU contains a duration field indicating howg it will take the
sender node to transmit its M-PDU. Other nodes overheahiegransmitted M-PDU,
look at the duration field and determine the minimum time thay need to defer their
transmissions (maintained in the network allocation vie(lWAV) of each node). IEEE
802.11 DCF also includes an optional RTS/CTS mechanismsirve the channel be-

fore any M-DATA transmission. The sender node first sends BB fRequest-To-Send)

1 M-ACK is an M-PDU carrying acknowledgements at the MAC layebU stands
for protocol data unit an1-PDU stands for MAC layer PDU.

2 M-DATA is an M-PDU carrying data at the MAC layer.
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interference (sensing) range of node 4

transmission range of node 4

U 3 @\/@ ® @

Figure 2.1: A multihop wireless chain topologyNode 4 is a hidden terminal for the
transmission from node 1 to node 2.

message up to a number of timése reserve the channel for its data transmission. If the
sender does not receive a CTS (Clear-To-Send) after soméeruoh tries, the sender
drops the M-DATA and reports link failure to the upper layéfter getting a CTS, the
sender then transmits the M-DATA up to a number of tifnastil the sender gets an M-
ACK from the receiver. If the sender does not receive an M-A&i€r so many tries, the
M-DATA is dropped and an error is reported to the upper lajére RTS and CTS mes-
sages also include the duration of the entire transmissidha any other node hearing

the RTS/CTS exchange update its NAV accordingly to defdratssmissions, if any.

2.2.2 Hidden Terminals and Spatial Channel Reuse

Even though IEEE 802.11 DCF employs the RTS/CTS mechanissrstill prone
to thehidden terminal problemwhich occurs due to the interference caused by another
transmission in the neighborhood of a receiver node. Infei@ul, each node in the chain

is equipped with an IEEE 802.11 wireless interface withgrarssion range of 250 meters

3 SHORT RETRY LIMIT
4 LONG RETRY LIMIT
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and carrier sensing (and interference) range of 550 nretdisdes are 200 meters apart
and each node can communicate only with its direct neighdaggs assume that there
are two data transmissions in the network, one from node bde 2 and the other from
node 4 to node 5. Before starting the data transmission, ha#ads an RTS to node 2,
node 2 responds with a CTS. Note that node 4 can not hear (detdoel RTS and CTS
messages because node 4 is outside the transmission rangdesf 1 and 2. Therefore,
node 4 does not defer its transmission to node 5, while noddramsmitting to node 2.
Thus, transmission at node 4 interferes with the receptioonde 2 (since node 2 is within
the interference range of node 4). Node 4 becomes a hiddamtrfor the transmission
from node 1 to node 2 and causes the loss of dagaténtion-induced lo}s

The interference relationship among the nodes due to hititamnals is the main
bottleneck of IEEE 802.11 based multihop wireless netwdrkparticular, the use of the
same channel by two different but simultaneous transmrmss®possible only if the two
transmissions are not interfering with each othsratial channel reuge For instance,
in Fig. 2.1, transmissions between nodes 1 and 2 and betvwasks s and 6 may occur
simultaneously, but transmissions between nodes 1 and Bein@en nodes 4 and 5 can

not happen at the same time.

2.3 Simulation Design

We implemented SCTP CMT in QualNet. Before running any CM&rdvWNSs,
we validated the correctness of our SCTP CMT QualNet modittetive SCTP CMT ns-
2 module developed by A. Caro and J. lyengar [32]. In thisdalon study, we repeated
a subset of the CMDver wired networkss-2 simulation experiments from [63] using
our SCTP CMT QualNet module. The results confirmed that ouFFSCMT QualNet
implementation is compatible to the SCTP CMT ns-2 impleraton (please refer to

Chapter 6 , and specifically Section 6.2.1).

5 In a real wireless network, typically the transmission mugsmaller than the inter-
ference (and sensing) range [106].
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Figure 2.2: Simulation Topology

We then evaluated the performance of CMT in the context oftimyp wireless
networks using our SCTP CMT QualNet modul®Ve used a chain topology as depicted
in Figure 2.2. The nodes in the first chain carry backlogged ttaffic via CMT or SCTP
associations. The second chain is to carry backgrounddraffi

The first node in the first chain is the data source and the ¢as# m the first chain
is the data sink. We vary the number of hops in the chain. Eade m the first chain is
equipped withtwo IEEE 802.11b wireless interfaces operatingddterent frequencies
(frequ and freqp) to ensuretwo independent (non-interfering) multihop wireless paths
between the source and the destination nodes on the first.cAdjacent nodes in each
chain are located 300 meters away from each other. The tiasi&m range is around
370 meters, the interference range is around 812 meterghar@hrrier sensing range is
around 520 meters for both of the wireless interfaces usiagiefault values in QualNet
version 4.5.1. The data rate for IEEE 802.11b is 2 Mbps and the RTS/CTS nmésina
is on. Each SCTP data chunk carries 1000 bytes of applicdtita

6 The simulations in this chapter are conducted using svisi@vil of the CMT im-
plementation in QualNet 4.5.1.

’ Note that with these settings each node in the chains can coitate only with its
direct neighbors, but can interfere with the nodes up to Ztawpay.

14



The second chain is 450 meters away from the first chain. Eadé on the second
chain has onlpnewireless interface operating fieqp, with the same wireless properties
as the second wireless interface of the nodes in the firshchidie number of nodes in
the second chain is the same as the number of nodes in thénfistfor each simulation.
To create background traffic (i.e., interference) for the Tsubflow running on path 2
of the first chain, we send a CBR (Constant Bit Rate) traffichengecond chain for the
entire simulation time. The size of each CBR-PDU is 1000 fyte

Although Figure 2.2 depicts one “physical” topology of MWNke following
three aspects of the topology allow us to draw general cerahs. First, the specific
chains of nodes represent a multihop topology. Secondwbetthogonal frequencies
used along the first chain of nodes represent two indepemadeltihop paths. Third, the
traffic on the second chain of nodes may be used to represeagtiregated interference
from neighboring nodes of other random topologies.

We used static routing in the simulations to eliminate anypglications that might
be introduced by the routing on the performance of the traridpyer. The size of IP
gueue is set to be big enough to hold 50 SCTP-PDUs. Simultmians 420 seconds. We
measured the steady-state throughput at the receivingcapph between the 60th and
the 360th seconds of the simulations. Each data point onrthg is an average of 30
runs with a 95% confidence interval. In the simulations, S@d#s and CMT with DAC
employs delayed SACKs [29] with the delayed ACK factor of.2.(ione T-ACK packet
per SCTP-PDU carrying data) and the maximum T-ACK delay @& 2fllliseconds.

We compared CMT against three other schemes as introdu¢éd]in

e AwareApp: an application that always picks the SCTP associationubas the
betterpath to send data (i.e., one single-homed SCTP associatewpath 1 of the

first chain in Figure 2.2).

e UnawareApp: an application that always picks the SCTP associationuses the
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wors® path to send data (i.e., one single-homed SCTP associat@rpath 2 of

the first chain in Figure 2.2).

e AppStripe: an “ideal application” that has the best possible perforcesexpected
by an application that stripes data perfectly over mult{plelependent) paths. Es-
sentially, AppStripe represents the aggregated perfocamar multiple indepen-
dent SCTP associations running over different paths. Nwte in our simulations,
the throughput of AppStripe is the aggregated throughputvedreApp and Un-

awareApp.

We investigated the performance of CMT in two settings: ([fhwnconstrained
receiver buffer (rBuf) at the transport layer (Section 2)4and (ii) with constrained re-

ceiver buffer (Section 2.4.2). Our goal is to shed light oa fibllowing questions.

e How does CMT perform in MWNs as compared to AppStripe, AwgpAand
UnawareApp? How is CMT's performance in MWNSs different fransimilar to

the CMT performance over wired networks and why (Sectionl2

e How influential the receiver buffer (rBuf) blocking probleis on the CMT per-
formance over MWNs? Does rBuf blocking still have a big imipac the CMT

performance over MWNSs, as it does in the wired network caset(& 2.4.2)?

e How well do the RTX policies of CMT perform in MWNSs especiallynder the

constrained rBuf case (Section 2.4.2)?

2.4 Simulation Results and Analysis
In the following sub-sections, we present the simulatiosuls for CMT over

MWNs, first with an unconstrained rBuf and then with a conatd rBuf.

8 Note that, the UnawareApp we defined in this dissertatiorifisrént from the Un-
awareApp introduced in [22], where the latter “sends datan® path selected from
a set of available paths with equal probability”.
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2.4.1 CMT with Unconstrained rBuf

CMT'’s initial design goal was to obtain application thropgih as good as the
throughput of AppStripe (i.e., one CMT association is perfimg as good as the aggre-
gated performance of multiple independent SCTP asson&ti63]. However, studies
of CMT over wired networks showed that, when the receivefdyu$ unconstrained, one
CMT flow performs better than the “ideal” data striping apption AppStripe [63]. One
of the main reasons for the surprisingly better performaf@@MT in thewired networks
as compared to AppStripe is that a CMT flelares a single sequence spaaeross all
of the CMT subflows. Therefore, CMT T-ACKSreturning from any of the paths to the
CMT sender can simultaneously acknowledge data in all ofalwE subflows running
over different paths (i.e., one T-ACK can increase the cwhdliothe CMT subflows
simultaneously). That is, CMT is more resilient to ACK lossm the reverse paths.

While investigating the performance of CMT over MWNSs, ouitiad hypothesis
was that sharing the sequence space might not bring a cleantage to CMT over
AppStripe. We believe that over MWNs, CMT and AppStripe widlvedifferentspatial
channel reuse because of the following two reasons (refErgiare 2.3 by focusing on

the transport layer mechanics, i.e., the shaded rectarggemathe figure).

e (Hypo-1) Reduced interference between T-DATA and T-ACKepsi¢-irst of all, in
CMT, T-ACKs dynamically return fronanyof the paths to the CMT sender. While
T-ACKs are returning to the CMT sender from a path, T-ACKsyordntend for
the channel with the T-DATA packets of the CMT subflow in thatip Whereas, in
AppStripe, each SCTP receiver returns T-ACKSs to its comesiing SCTP sender.

That is, there is always contention between the T-ACKs aaditbATAs of each

9 TSN (Transmission Sequence Number) space used for coogestintrol and
reliability.

10 T_ACKs stands for the ACK packets sent at the transport layer
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Figure 2.4: CMT vs. AppStripe, AwareApp, and UnawareApp with unconsied rBuf
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independent SCTP flow. Therefore, when we consider the @haomtention be-
tween the T-DATA and the T-ACK packets, CMT habetter spatial channel reuse
across all the paths compared to the aggregated spatiateha@use of AppStripe

subflows running across different paths. This is a clear aidgge for CMT.

e (Hypo-2) Increased self-interference between T-DATA @ackHowever, since
CMT T-ACKs simultaneously acknowledge multiple CMT subfigthe cwnd of
each CMT subflow can gromore and fastecompared to the cwnd growth of each
independent SCTP flow. Cwnd growth reduces the spatial @aanse (because
as cwnd grows, more T-DATA packets are injected into the ngtand hence more
T-DATA packets compete for the channel along the data faimgr path). Cwnd
growth can cause performance degradation in TCP when thd ofViCP grows
beyond the optimal value [58]. Therefore, extra increase in cwnd of each CMT
subflow might hurt the throughput of each CMT subflow and henight hurt the
overall throughput of CMT compared to AppStripe.

Therefore,sequence space sharimgn either increase (as explainedHgpo-1

above) or decrease (as explainedHgpo-2 above) the spatial channel reuse of CMT

compared to AppStripe. Hence, the throughput of an appdicatver CMT could be

higher or lower compared to the throughput of AppStripe.

We have evaluated the performance of CMT with RTX-SAME, RCWND, and

RTX-SSTHRESH retransmission policies. Simulation reswlith unconstrained rBuf

size for 4-, 8-, and 16-hop topologies are presented in Eigut. We have the following

observations.

e The throughput of CMT over MWNSs is the throughput of AppStripe (i.e., aggre-

gated throughput of AwareApp UnawareApp). This is similar to the wired case

11 A single-homed SCTP also showisnilar symptoms [107] since SCTP’s congestion

control mechanics is “similar”’ to TCP’s.
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Table 2.1: CMT (with RTX-CWND) vs. AppStripe for unconstrained rBuf

| 0 CBR pkts/sed 8 CBR pkts/se¢ 24 CBR pkts/sed

4-hop 4.20 % 5.31% 10.55 %
8-hop 6.55 % 9.48 % 17.88 %
16-hop 9.61 % 14.91 % 28.44 %
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Figure 2.5: Average cwnd growths for the flows

as reported in [60]. Table 2.1 shows how much CMT outperfoAppStripe, as
the number of hops and the loss (interference) in path 2ase® The values in the
table were calculated for CMT with the RTX-CWND policy, ugiEquation 2.1.

(CMT throughput— AppStripe throughpyt+ 100
AppStripe throughput

2.1)

e Since we observed that CMT’s throughputisAppStripe’s in MWNSs, we wanted
to checkHypo-2further by examining several traces to understand how thedsy
of CMT flow, AppStripe flow, and their subflows grow. Figure 2lows a progres-

sion of the average cwnd’s under moderate background ti@&fiCBR pkts/sec)
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for a 16-hop configuration. What we observe in this figure & twnd of CMT
subflow 1 grows slightly more (less than one data packet $im) cwnd of the
SCTP flow on path 1. In the same way, cwnd of CMT subflow 2 grovghsy
more than the cwnd of the SCTP flow on path 2. As we statddyjmo-2 cwnd’s
of the CMT subflows grow more and faster compared to cwnd oftheesponding
AppStripe subflows. However, for our simulation configusas, cwnd growth is
not wild enough to hurt the throughput of individual CMT sulvik. Hence, the
overall cwnd growth of the CMT flow becomes more (almost orta gacket size)

than the cwnd growth of AppStripe, which leads to higher tigtwput for CMT.

e As the number of hops increases, the throughput of CMT, AppStAwareApp,
and UnawareApp all get smaller. We speculate that the masorefor throughput
degradation is that the throughput of an SCTP associstidecreases as RTT and
loss rate of the path increase. Each hop increases RTT. itiaagds the number
of hops increases, the simultaneous transmissions on #e icitrease, and hence

the contention for the channel (and loss rate of the pathgases.

2.4.2 CMT with Constrained rBuf
Next, we investigated the performance of CMT over MWNs witlnated rBuf

size. Smaller rBuf sizes can be a performance bottleneckk6F due to theBuf block-
ing problem The rBuf blocking problem of CMT is explained in [60]. A CMTath
receiver maintains a single receiver buffer which is shaetwng CMT subflows. The
receiver uses the rBuf (i) to store the application dataviengi out-of-order and (ii) to
store the data that the application is not ready to consuraéhelp flow control, a data
receiver sends information about available rBuf spaceealtita sender, using thewnd
(advertised receive window) field in the SACK chunks. A daader then calculates

peer Rond value of the association using (i) thernd value in the SACKs and (ii) the

12 is similar to the throughput of a TCP connection [86].
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data that is sent but not yet acked. Data sender usepgbeRond to determine how
much more data the rBuf at the receiver can hold. The senditegaf path (destination
addresg at the data sender is then seton(cwnd;, peer Rond)13,

As the receiver keeps data arriving out-of-order, frometiint paths at the rBuf,
the available rBuf space shrinks. While the receiver is wgifor missing data to come,
out-of-order data can not be delivered to the applicatiom.the meantime, the CMT
sender calculates theeer Rond to be very small or zero. This means the sending rate
of any CMT subflow becomes very small or zero. Therefore, the daidiag rate of the
entire CMT association drops to zero, preventing CMT from sendiadia any of the
paths.

The rBuf blocking problem is unavoidable for CMT, espegiaflthe rBuf size
is small, or the delay, loss, or bandwidth characteristicthe paths CMT subflows run
through differ greatly. We investigated the CMT performarar 128, 64, 32, and 16 KB
rBuf sizes under light to heavy background traffic on path Be Tesults for 64 KB, 32
KB, and 16 KB rBuf are depicted in Figures 2.6, 2.7, and 2.8peetively. We observe

the following.

e As the rBuf size gets smaller, rBuf becomes a larger limifexgtor in the overall
CMT performance (comparing 64 KB vs. 16 KB configurations).atdition, it
seems CMT is especially sensitive to the shorter hop (RTTHjigorations (com-
paring 4 hop vs. 16 hop configurations). We did not see anyidetion in CMT
throughput for the 128 KB rBuf except for the RTX-SAME undegalry back-
ground traffic (results are not presented here). Thereflarethe configurations

studied in this dissertation, 128 KB seems to be a propeevalua rBuf size.

e Another comment is about the performance of the RTX polidE£MT over

MWNSs. The selection of a RTX policy is particularly importdar the constrained

13 An SCTP CMT sender maintains cwper destination address.
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rBuf cases. This is because making sure that the retransmss®ach the receiver
as early as possible and with minimal loss increases dabeederate to the re-
ceiver application, which in turn empties the rBuf at theeiger faster. lyengar
et. al. studied the impact of RTX policies and rBuf blockimg[62, 61]. They
concluded that rBuf blocking is unavoidable for CMT but tiBef blocking prob-
lem can be mitigated with the selection of a proper RTX politigey showed that
CMT benefits more frontoss based RTX policigsuch as RTX-CWND and RTX-
SSTHRESH) than the RTX-SAME policy. Basically, with a lossed RTX policy,
retransmission of a data chunk is sent to the lowest lossgrating all of the avail-
able paths. They suggested using cwnd (and ssthresh) ohagajpproximate
the loss rate of the path in the wired networks. That is, with RTX-CWND (or
RTX-SSTHRESH) policy, a retransmission of a data chunks gethe path with
the highest cwnd (or ssthresh) value. We observed thatdbt to medium back-
ground traffic (0-8 CBR pkts/sec on path 2), RTX-CWND (or RE&THRESH)
shows similar or slightly worse performance than RTX-SAMiowever, under
heavy background traffic (24 CBR pkts/sec), RTX-SAME is dieavorse than
RTX-CWND (or RTX-SSTHRESH) especially as hop count (RTTrease¥". In
addition, we observed that under heavy background traffil&-&WND is slightly
better than RTX-SSTHRESH for longer hops. We speculatetthstis because
cwnd is a faster moving value compared to ssthresh and hamdesep up with the

channel condition better.

2.5 Related Work

Understanding TCP and (single-homed) SCTP performance MVENs is im-
portant to understand the performance of SCTP-based CMTVifNEgl. The performance
of TCP in IEEE 802.11 based multihop wireless networks has studied extensively

14 Similar to the reports in [61] for CMT over wired networks.
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[59, 106, 36, 70]. In their seminal paper, Fu et. al. [59] d&ged location-dependent con-
tention and spatial channel reuse. The paper shows thatdimereason for the losses TCP
experiences in an IEEE 802.11 DCF based multihop wireletsgank is the contention-
induced losses at the link-layer rather than the bufferftmerat the intermediate routers.
They studied the TCP throughput both with ns-2 simulatiom$ geal network experi-
ments, and showed that TCP’s throughput is the highest wik#hdperates at a specific
window size that allows the best spatial channel reuse. Merewnd of a TCP connec-
tion typically grows beyond this window size which in turrdtees the spatial channel
reuse and hence causes the TCP connection to experiencaadygimal performance.
They showed that for a simple chain topology the optimal @dbr the cwnd of a TCP
flow to achieve the highest TCP throughput is h/4 (h is the remalb hops) in a string
topology. Kawadia et. al. [70] studied the performance ofTi@ a real indoor exper-
imental testbed with off-the-shelf IEEE 802.11b cards, presented results similar to
[59]. As TCP and single-homed SCTP use “similar” congestiontrol and flow control
mechamisms, very few papers reported the performance afgheshomed SCTP over
multihop wireless networks [107].

In addition to the SCTP-based CMT studied in this dissemeatthere are other
proposals aiming to exploit multihoming of SCTP to allownsanission of data through
multiple paths simultaneously. IPCC-SCTP [108], LS-SC4#,[SBPP-SCTP and West-
wood SCTP [33, 88], WISE-SCTP [58], and cmpSCTP [75] are sohtigese efforts. To
our best knowledge, none of these SCTP-based proposalg ottar multihome-capable

transport protocol is studied in the contextrofiltihopwireless networks.

2.6 Summary and Conclusions

In this chapter, we studied the performance of SCTP-based G@Mr IEEE 802.11
based MWNSs with two configurations: without limiting the fRteceiver buffer) size and
with limited rBuf. We compared our results with those of CMJeowired networks [60]

to get insights on how influential the characteristics of tiholp wireless networks (e.g.:
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performance. We found that similar to the wired cases, CMa@r®WNs shows better
performance than a single SCTP association and even theAge&tripe application,
when the rBuf is not constrained. For the cases of consulaiBef, we showed that
considering the bandwidth limitations of multihop wiredesetworks compared to their
wired counterparts, rBuf sizes 128 KB can be sufficiently enough not to restrain the
CMT performance. In addition, loss-based RTX policies saslRTX-CWND and RTX-
SSTHRESH were successfully mitigating the effects of rBlaicking compared to the
RTX-SAME policy. Overall, we conclude that applicationdeienefit from using CMT

in the MWNs context when they have sufficiently large rBufntamtion-induced losses,

hidden terminals, limited bandwidth) are on the CMT
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Chapter 3

RECONSIDERING ACK POLICY OF CMT OVER MWNS

In the previous chapter, we studied the performance of CMihecontext of
multihop wireless networks (MWNS). In this chapter, we speally focus on the ac-
knowledgment (ACK) policy of CMT over MWNSs. The organizatiof this chapter is
as follows. Sections 3.1 and 3.2 present the backgroundrengroblem statement, re-
spectively. Sections 3.3 and 3.4 describes our simulatesiga and results. Section 3.5

discusses other related work, and Section 3.6 summarizeatributions.

3.1 Background

As mentioned in Section 2.2, IEEE 802.11 DCF is the de faetodstrd used in the
(multihop) wireless networks to mediate access to the nmedalnannel). Although IEEE
802.11 employs both physical and virtual carrier sensimgl, RTS/CTS based channel
reservations to coordinate nodes’ access to the chanrigf 892.11 can not completely
eliminate the interference among nodes, the hidden tetrpiodlem, and contention-
induced losses. Contention-induced losses in an MWN hsresult from the network
topology and the flow pattern, and the TCP performance overNgW¢ greatly decre-
mented by the contention-induced losses [36, 59, 70, 106]MWNs, T-DATA! and
T-ACK? packets of the same TCP connection self-compete for the sarakess chan-

nel. There are two aspects to this self-contention withitC&® Tonnection.

1 T-DATA is a T-PDU carrying data at the transport layer.
2 T-ACK is a T-PDU carrying transport layer acknowledgme®€kK).
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e Intra-flow interference: The intra-flow interference occurs when T-DATA pack-
ets (flow) of a TCP connection traveling in the forward direstfrom the source
node to the destination node self-interfere among one andimilarly, intra-flow
interference exists among the T-ACKs traveling in the regatirection from the

destination node to the source node.

¢ Inter-flow interferenceA TCP sender has a single destination address to send its T-
DATA packets. Assuming that single path routing is usedigl®a single forward
path from the source node to the destination node to sendTRPpackets. Simi-
larly, a TCP receiver will have a single reverse path to se#CK packets. When
the forward and the reverse paths are the same or oveitapr-flow interference
occurs between the T-DATA flow and the T-ACK flow of the same T@GRnection,

traveling in opposite directions.

Inter-flow interference of TCP vs. CMT: In TCP, application data is sent as a
single T-DATA flow from a source node to a destination node.evéas, in SCTP CMT,
application data is sent as simultaneous, multiple T-DAD%# from a source node to a
destination node. With multipath routifigmultiple forward paths may be created from
a source node to a destination node to send multiple T-DATAdloA CMT sender
transmits T-DATA packets to all of the forward paths simn#&ausly, as much as the
cwnd of each destination address allows. A CMT receiver enotihher hand sends a T-

ACK packe? to whichever path théatest T-DATA packet arrived from. For instance, if

3 Well-known, single path, wireless routing protocols sushADDV [87] and DSR
[68] produce the “same” or overlapping forward and reverstghp between two
nodes.

4 Multipath routing protocols such as [73, 78] can create iplg} disjoint paths be-
tween a source and destination pair.

5 Note that CMTsharesa single transmission sequence number (TSN) space across
all the CMT sub-flows. Therefore, a T-ACK packet for a CMT T-D¥flow can
acknowledge all the T-DATA packets sent by any CMT T-DATA didw via any
one of the forward paths.
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the last T-DATA packet arrived to the CMT receiver from pathtien a T-ACK packet
is returned via path 1 to the CMT sender (see left-side of l@@u3). Therefore, a CMT
T-ACK flow may interfere withany of the CMT T-DATA sub-flows (i.e., there exist an
inter-flow interference between a single T-ACK flow and npl#i T-DATA sub-flows in
CMT).

3.2 Problem Statement

We reconsider the ACK policy of CMT in the context of MWNSs. larficular, we
focus on reducing the inter-flow interference (between HBATA flows and the T-ACK
flow) of a CMT association. One observation is that, we caa takvantage of availability
of multiple paths in a CMT association to reduce the interilaterference withina CMT
association.

As described above, the policy in the original CMT protosota return T-ACKs
via any one of the paths to the CMT sender. Therefore, the CMT T-ACKv floay
interfere with any one of the CMT T-DATA flows. An alternatiymlicy would select
only oneof the return paths for transmitting T-ACKs during the lifeé of an association.
With the alternative policy, the T-ACK flow would only intenfe with the T-DATA sub-
flow in that particular path.

We designed QualNet simulation scenarios to evaluate prdsans of the two
policies. Our goal is to understand which policy is more liiered and under what condi-
tions to reducenter-flow interferencavithin a CMT association. The following sections

describe our simulation design, results, and analysis.

3.3 Simulation Design
We used QualNet 4.5 %or simulations similar to what is presented in Section 2.3.

For each simulation design, we have a chain topology whetle eade is equipped with

6 We used svn revision 1 and 2 of the SCTP module in QualNet 405 .the simula-
tions in this chapter.
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either one, two, or three IEEE 802.11b interfaces (radiog)radios equipped on a com-
mon node operate at orthogonal frequencies. We set up saties to facilitate routing
between the radios operating at the same frequency. In #ysdepending on the num-
ber of radios per node, we created one, two, or three disfpont-interfering) end-to-end
paths between a source node and a destination node. We asét'defreless interface
parameter values in QualNet 4.5.1 which result in the trassion range around 370 me-
ters, the interference range around 812 meters, and thiercagnsing range around 520
meters for all the wireless interfaces. We set the distaet@den two neighboring nodes
in a chain to be 300 meters to allow communications betweemitect neighbors. The
data rate for IEEE 802.11b is 2 Mbps and the RTS/CTS mechasism

The first node in the chain is the data source while the lasé m®the data sink.
The source node sends data chunks of size 1000 bytes to kfesihe entire simulation
duration, continuously. The sending rate at the source m®aet constrained by the
receiving application’s data consumption rate or by theingr buffer size.

We also have a second chain of nodes used to create backgratfitdfor some
of the end-to-end paths in the first chain. We used ConstarR&e (CBR) traffic as the
background traffic. The CBR chain is 450 meters aways frorh¢hliain. Each node in
the CBR chain has one IEEE 802.11b interface with the samgepties (and the same
operational channel) as the 2nd or the 3rd wireless intertdahe first chain. In this
configuration, the background traffic reduces the qualitthefchannel for the T-DATA
and the T-ACK flows running on path 2 or 3 of the first chain. CBRadpacket size is
also 1000 bytes.

The IP queues are configured to hold up to 50 SCTP-PDUs ofcgtiplh data.
The simulation time is 420 seconds. We measured the steatythroughput at the

receiving application between the 60th and 360th seconttseasimulations. Each data

’ The default wireless interface parameters in QualNet aseda@n the off-the-shelf
wireless cards (such as Compaq WL110, Air Lancer MC-11bm8ies SpeedStream
S$S1021, OrinocoLucent WaveLAN, and Microsoft MN-520).
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point on the graphs is an average of 30 runs with a 95% confeérterval. In the
simulations, SCTP and CMT use delayed SACKs [29] with thayid ACK factor of 2
(i.e., one T-SACK packet for every other SCTP data packad)the maximum T-ACK
delay of 200 milliseconds.

We compared the application throughput of CMT against tweepbtransport
schemes, single-homed SCTP and multi-homed SCTP. We dedwdae, two, and three-
path configurations in 4-, 8-, and 16-hop chain topologidg tbpology and data flows in
one- and two-path schemes are depicted in Figure 3.1 wloketbf three-path schemes
are shown in Figure 3.2. To name each schdmis,for homeda is for acknowledgment

d is for data, andP is for path We have the following one-path schemes.

e 1hSCTP@P1 One single-homed SCTP association on path 1 as in Figu(a)3.1
The T-DATA and the T-ACK flows of the SCTP association run omghme path 1.
Therefore, the inter-flow interference between the T-DATA ghe T-ACK flows is

maximum in this scheme.

e 1hSCTP@P2 One single-homed SCTP association running on path 2 agurdi
3.1(b). This is similar to 1hSCTP@P1, but there can also bR €8&ffic on path 2

to worsen the channel condition of path 2.
The two-path schemes are the following.

e 2hSCTP-dP1-aP2 One two-homed SCTP association as in the SCTP standard
[98]. However, data (including retransmissions) is ongngmitted via path 1,

while T-ACKs are only returned via path 2 — Figure 3.1(c).

e 2hSCTP-dP2-aP1 One two-homed SCTP association similar to 2hSCTP-dP1-
aP2. However, a T-DATA flow is on path 2 and a T-ACK flow is on path
Figure 3.1(d).
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Figure 3.1: One and two-path schemes€ach wireless interface operating at a spe-
cific channel and each path is depicted with a different co&wlid-arrow
lines are T-DATA packets, and dashed arrow lines are T-ACkkpts (a)
1hSCTP@P1 (b) 1hSCTP@P2 (c) 2hSCTP-dP1-aP2 (d) 2hCMT@P1P2
(this is the original CMT where T-ACKs can return froamy one of the
paths) (e) 2hCMT-dP1P2-aP1 (f) 2hCMT-dP1P2-aP2
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Figure 3.2: Three-path CMT schemeg) 3hCMT@P1P2P3 (b) 3hCMT-dP1P2P3-aP1
(c) 3nCMT-dP1P2P3-aP2 (d) 3hCMT-dP1P2P3-aP3 (e) 3hCMPRaRP3

e 2hCMT@P1P2 One two-homed CMT association with two simultaneous T-BAT
flows on paths 1 and 2, respectively. T-ACKs can be sent to aryob the paths
1 and 2 — Figure 3.1(e). This is essentially the original CMiesne as studied in
[60]. Therefore, the T-ACK flow of the CMT association mayerfere with any
one of the T-DATA flow on paths 1 and 2.

e 2hCMT-dP1P2-aP1 One two-homed CMT association with two T-DATA flows
on paths 1 and 2, respectively. However, T-ACKs are only gepath 1 — Figure
3.1(f). This way, the T-ACK flow may only interfere with theOATA flow on path
1.

e 2hCMT-dP1P2-aP2 Similar to 2hCMT-dP1P2-aP1, except that the T-ACK flow
may only interfere with the T-DATA flow on path 2 — Figure 3.1(g
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We also simulated three-homed CMT schemes similar to thehtwwoed CMT
schemes, as mentioned abo8aCMT@P1P2P3is the original CMT with three T-DATA
sub-flows on three disjoint paths. BhCMT-dP1P2P3-aP1 3hCMT-dP1P2P3-aP2
and 3hCMT-dP1P2P3-aP3 there are three data sub-flows on three different paths but
only one return path is selected to send T-ACKs. Final\8mCMT-dP1P2-aP3 there
are only two T-DATA flows on paths 1 and 2, respectively whiklp3 is completely
dedicated to the T-ACK flow (Figure 3.2).

We evaluated these schemes in two setups, (i) without baakgdrtraffic where
we completely look into the self-interference relatiomshbetween the T-DATA and the
T-ACK flows within a scheme, and (ii) with background traffichere the path quality of
the T-DATA sub-flows and the T-ACK flow differs.

3.4 Results and Analysis
We first investigated cases where there is no backgrounfict(&ection 3.4.1).
Then, we studied the cases with background traffic (Sectir2B We had the following

hypotheses before we investigated each case.

e Cases with no background traffic

— Comparing two schemes withfferent number of T-DATA flow3he scheme
with a higher number of simultaneous T-DATA flows should peri bet-
ter (i.e., achieve higher application throughput). Fotanse, we expected
2hCMT schemes to perform better than 1hSCTP schemes. 8imdaCMT
schemes should perform better than 2hSCTP-dP1-aP2.

— Comparing two schemes withe same number of T-DATA flowhe scheme
with less inter-flow interference should perform bettee.(i.achieve higher
application throughput). For instance, 2hSCTP-dP1-aP2ldiperform bet-
ter than LhSCTP schemes. Another example is that 2hCMT2HAER (i.e.,
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2hCMT with a single T-ACK path) should perform better thaiCRHT @P1P2
(i.e., the original CMT).

e Cases with background traffic: Sending T-ACK flow of a CMT asation to the

betterquality path should increase the performance of CMT.

3.4.1 No Background Traffic

The results without any background traffic are presentediguré 3.3. As ex-
pected, there is no performance difference between 1hSTIP@. 1hSCTP@P2, and
between 2hCMT-dP1P2-aP1 vs. 2hCMT-dP1P2-aP2, as pathdaéim@ have the same
guality (no background traffic in either path). Similar isd¢rfor 3hCMT-dP1P2P3-aP1
vs. 3hCMT-dP1P2P3-aP2 vs. 3hCMT-dP1P2P3-aP3, where pathaend 3 have the
same quality. Comparing CMT with the single- and the two-Bdr&CTP, we have the

following observations.

Background Traffic = 0 (CBR pkts/sec)
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Figure 3.4: Comparing CMT schemes where ACKs are sent to ame (2hCMT-
dP1P2-aP2, 3hCMT-dP1P2P3-aP3) @y of the paths 2hCMT@P1P2,
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with background traffic on path 2 (for 2hCMT) or path 3 (for T).

e 1hSCTP vs. 2hCMTThe throughput of the two-homed CMT schemes is double or
slightly more than double of the performance of the singleaed SCTP schemes
on path 1 or path 2. This result is expected, as the desigro§@MT is to have the
aggregated performance of multiple, independent, sihgleed SCTP associations

running on multiple paths [68]

e 1hSCTP vs. 2hSCTP vs. 2hCMHirst of all, throughput of the two-homed SCTP
scheme 2hSCTP-dP1-aP2 (or 2hSCTP-dP2-aP1) is betteritbahroughput of
one-homed SCTP scheme 1hSCTP@P1 (or 1ThSCTP@P2), as expkcrtmth
one- and two-homed SCTP schemes, there is a single T-DATAdlodva single

8 Also, refer to our previous work on the performance of CMT oMBVNs [26], for
further details.
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T-ACK flow. However, in the two-homed SCTP schemes, each TAand T-
ACK flow has a dedicated path. Therefore, interference batvthe T-DATA and
the T-ACK flows are eliminated. Whereas, in the single-ho®€d P schemes, the
same path is used for both T-DATA and T-ACK traffic and henceittierference
between the T-DATA and the T-ACK flows is maximum. Secondig, throughput
of two-homed SCTP schemes is lower than the throughput ditbéhomed CMT
schemes. The main reason is that, in two-homed CMT schemespplication
data is sent intowo paths simultaneously (i.e., there are two T-DATA flows), ihi

in two-homed SCTP schemes application data is transmittednty one path.

e 2hCMT with a single ACK path vs. 2hCMReviewing Figure 3.3, we observe that
for the 4-hop chain, 2hCMT@P1P2 has a higher throughput 2h&MT-dP1P2-
aP1 (or 2hCMT-dP1P2-aP2) by about 5.8%. However, as the twopt increases,
the throughput of 2hCMT@P1P2 decreases to the values bamwhtoughput of
2hCMT-dP1P2-aP1 (or 2hCMT-dP1P2-aP2). We validated taigdtwith higher
numbers of hops as shown in Figure 3.4. The throughput of ZR@RILP2-aP2
eventually becomes about 16% higher than the throughplt©GMVer @P1P2 for a

32-hop chain, when there is no background traffic.

We also compared the two- and the three-homed CMT schemestir§hobser-
vation is that, as expected, having three disjoint pathsargerbeneficial than having two

disjoint paths. Additional observations are as follows.

e 2hCMT vs. 3hCMT with two data path$he 2hCMT schemes and the 3hCMT-
dP1P2-aP3 scheme have two T-DATA flows and a single T-ACK flégwever, in
3hCMT-dP1P2-aP3, the T-ACK flow has a dedicated path andshames not inter-
fere with any of the T-DATA flows of the CMT association. Thisthe main reason
for the higher throughput of 3hnCMT-dP1P2-aP3 compared ¢odtiner 2hCMT

schemes.
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e 3hCMT with a single ACK path vs. 3hCMWe observe that the throughout of
3hCMT@P1P2P3 is about 6.5% higher than the throughput oVBRGP1P2P3-
aP1 (3hCMT-dP1P2P3-aP2, or 3hCMT-dP1P2P3-aP3), whef&ikgath is fixed
as path 1 (path 2, or path 3), for a 4-hop chain. However, amtmeber of
hops increases, the performance of 3hCMT-dP1P2P3-aPMBiP1P2P3-aP2,
or 3hCMT-dP1P2P3-aP3) starts outperforming 3hCMT@P1PZR& results with
no background traffic and higher hop counts are shown in Ei@#(a). This is
similar to the case of 2hCMT@P1P2 vs. 2hCMT-dP1P2-aP1 (GMZRdP1P2-
aP2). However, in the three-path 3hCMT case, sending T-AtOkas single path
is even more beneficial as the number of hops increases, cethpa two-path
2hCMT. For a 32-hop chain, 3hCMT-dP1P2P3-aP3 has 38.8% thavaghput
than 3nCMT@P1P2P3.

In layman’s term, we conclude that for a CMT association dMEYNs, sending
the T-ACK flow to asinglepath (i.e., the alternative ACK policy) is better than segdi
the T-ACK flow toanyone of the paths (i.e., the original CMT ACK policy), espdyia
() as the number of hops increases, and (ii) as the numbeimuifltaneous T-DATA
flows within a CMT flow increases. We checked the individuatliation runs to better
explain our conclusion. Figures 3.5 and 3.6 show the avaraggestion window growths
of the original CMT and the CMT with the alternative ACK politor two-homed and
three-homed CMT associations, respectively, with shehdg) and long (32-hop) paths.

Comparing the average congestion windows in the figures,onelade the following.

¢ Interflow-interference is the main factor that causes thiéopmance difference be-
tween different CMT ACK policies. When the T-ACK flow is sentdnly one path
(as in the alternative ACK policy), the T-ACK flow only affedhe cwnd (and hence
the sending rate) of that particular path. On the other haen the T-ACK flow

is sent to any one of the paths (as in the original CMT cas@&CK-flow interferes
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with all the T-DATA flows of CMT and reduces the cwnd of all thdDRTA flows,

which may collectively decrease the performance of the ClgSoaiation.

e Comparing the performance of the original CMT and the CMThwiite alternative
ACK policy in both shorter and longer paths: Longer multilvapeless paths have
higher delay and loss rates. Therefore, when running ondopgths, CMT sub-
flows have smaller sending windovsCMT flows with smaller cwnd’s are more
sensitive to the (interference-induced) losses. Theeeftampering with fewer
number of cwnds within a CMT association (as in the case of Gk the al-

ternative ACK policy) increases the sending rate.

e Comparing the performance of the original CMT and the CMThwtfite alternative
ACK policy with two or three CMT sub-flows: When the number eDRTA flows
in a CMT association is higher, more T-DATA flows are affectienn the inter-flow
interference using the original CMT ACK scheme. Therefdine, overall perfor-

mance of the original CMT degrades.

3.4.2  With Background Traffic
The results with background traffic (8 CBR pkts/sec) in aifegth 2 (for one- and

two-homed schemes) or path 3 (for three-homed schemesgpieted in Figure 3.7.

e Single-homed SCTP with background traf@tomparing the throughput of LhSCTP@P1
and 1hSCTP@P2, we validated that having background traffibe path affects
SCTP throughput adversely.

e Two-homed SCTP with background traffdd/hen there is background traffic on
path 2, 2hSCTP-dP1-aP2 shows better performance than Zh8EZ-aP1. This

9 Similar to the sending rate of a TCP flow, sending rate of a CM-fow is inversely
proportional to the RTT and the square root of loss [86].
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Background Traffic = 8 (CBR pkts/sec)
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suggests that a single-flow SCTP association is more sengitihe data loss than

the ack loss.

e 2hCMT and 3hCMT with background traffitlere, we studied sending ACKs to
thebetterpath vs. toany of the paths for two- and three-homed CMT associations
— Figures 3.7 and 3.4(b). Comparing 2hCMT@P1P2 with 2hCRTRR-aP1, as
the hop count increases, it is more crucial to use the betitrfor sending ACKs.
2hCMT-dP1P2-aP1 shows 16% better performance than 2hCMR@Por a 32-
hop chain. Similarly, the throughput of ShCMT-dP1P2P3-&Pdbout 34% better
than the throughput of 3ShCMT@P1P2P3.

3.5 Related Work

There are a few papers in the literature which studied#ikinterference between

T-DATA and T-ACK flows of a TCP connection in multihop wiretesetworks. COPAS
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[38] is a routing scheme which modified the AODV routing prabto create two dis-
joint paths between the sending and the receiving nodes AS@Rnsmits TCP DATA
through one path from the sender to the receiver, while trattisg the ACK packets
through the other path from the receiver back to the sendeceSCOPAS operates on a
singler-radio, single-channel network, the forward anelltackward paths ends up inter-
fering with each other in the vicinity of both the source nahel the destination node.
[105] also considers transmitting the T-DATA and the T-AC&cgets of a TCP connec-
tion through disjoint paths between the source node anddktndtion node. Similar to
COPAS, [105] modifies AODV to create multiple disjoint pathetween the sender and
the receiver. Unlike COPAS though, their channel assigriraed routing schemes work
with multiple radios per node running on orthogonal chasrtelreduce the intra-path
interference within a single path and inter-path intenerbetween the multiple paths.

Note that both [38] and [105] use multipath routing schentéswever, applica-
tion data over TCP is transferred as a single T-DATA flow inregi path from the source
node to the destination node. In contrast, CMT transmitagication data as multiple
T-DATA flows from the source node to the destination node, wodks best when the
T-DATA paths are disjoint. Another option for an applicatiover TCP is to transfer a
single T-DATA flow with multipath routing over multiple pastfrom the source to the des-
tination. However, multipath routing hurts the TCP perfamme since application data
on different paths may arrive at the same TCP receiver outadgro Out-of-order data
arrivals cause the receiver to send duplicate T-ACKs, wheshlt in spurious retransmis-
sions at the TCP sender. On the other hand, CMT mitigate feetefof out-of-order data
arrivals over different paths at the CMT receiver. [27] teckthe TCP self-interference at
the MAC layer. The paper proposed two MAC layer schemes wimiotify IEEE 802.11
to reduce the intra-flow interference between the T-DATA TeACK) packets and the
inter-flow interference between the T-DATA and the T-ACK keis.
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An enumeration of the multi-radio multi-channel multi-pahulti-hop (nf) wire-
less networks is given in [103, 104]. In*metworks, not only inter-path interference but
also intra-path interference is tackled by having the radwithin a single path operate
at orthogonal channels. Of course, how much inter- and-jpdth interference reduced
depends on how successful the proposed channel switchiagnel assignment, and/or
routing protocols are [43, 95, 101, 103, 104]. In our CMT msétup, we used multiple
radios per node operating at orthogonal channels. In afditadios within a path oper-
ate on the same channel (no channel switching and assighmidmrefore, we created
multiple disjoint paths with zero inter-path interferenteit the intra-flow interference

within each path is maximum.

3.6 Summary and Conclusions

We study CMT over static IEEE 802.11-based multihop wirelestworks (MWNS).
One observation is that the availability of multiple (retupaths within a single associa-
tion gives a CMT receiver an opportunity $electthe transmission path of the returning
ACK packets. According to the ACK policy of the original CMdih ACK packet is sent
to the path where the latest DATA packet arrives from. Thaefa CMT receiver may
send ACKs packets tany one of the (return) paths. We evaluated an alternative ACK
policy which sends ACK packets to tlsame(return) path during the entire association
lifetime. We found out that especially as the multihop wess path gets longer and the
number of simultaneous CMT sub-flows increases, the aligenACK policy shows bet-
ter performance, even when the quality of the paths différsTs because the inter-flow
interference (between the DATA and the ACK packets) with@MT flow using the al-
ternative ACK policy is less than the inter-flow interferenaithin a CMT flow with the
original ACK policy, which causes to the aggregated sendabg of the CMT flow using
the alternative ACK policy to become higher than the aggesysending rate of the CMT
flow using the original CMT ACK policy.
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Chapter 4

TCP-FRIENDLINESS OF SINGLE-HOMED SCTP

This chapter investigates TCP-friendliness of single-adr&CTP via QualNet
simulations. The organization of the chapter is as follo@8esction 4.1 reviews the back-
ground and the “formal” definition of TCP-friendliness. 8en 4.2 states our motivation
to study TCP-friendliness of single-homed SCTP. Secti@efaborates the differences
between the protocol specifications of TCP and SCTP as welh@gonformance of
QualNet TCP and SCTP simulation models with respect to tbépol specifications.
Sections 4.4 and 4.5 describe the experimental framewatkr@sults and analysis, re-

spectively. Section 4.6 reviews related work, and Secti@rcdncludes the chapter.

4.1 TCP-Friendliness: Background and Definition

In a computer networkgongestionoccurs when the demand (load or traffic the
data sources pump into the network) is close to or larger thametwork capacity. As a
result of congestion, (i) the network throughput in termsvbt the traffic sinks receive,
decreases even though the load in the network increasethgipacket delay in the net-
work increases (as the router queues become longer), amuh@ket loss increases (since
router queues become full and start dropping packets). Wbection is taken to prevent
or reduce congestion, the network can be pushed into a stiéel congestion collapse
where little or no useful end-to-end communication occurs.

Congestion collapse was first defined and described as dpotsieat for TCP/IP-
based networks by Nagle in 1984 [81]. The first congestiotapsk of the Internet was
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observed in 1986 when data throughput between Lawrencesiggrkab to UC Berke-
ley significantly dropped to pathetic levels [65]. The omigli TCP specification [89]
only included &low controlmechanism to prevent a transport sender from overflowing a
transport receiver. TCP did not have any mechanism to rethe@otal traffic) load in
the network, when network is yielding signs of congestian1988, V. Jacobson et. al.
proposed several algorithms (includisigw startandcongestion avoidang®ased on the
conservation of packefwinciple andAIMD (Additive Increase, Multiplicative Decrease)
mechanisms to address the TCP flaws to prevent congestilapse|[65].

The conservation of packets principle states tlaice the system is in equilibrium
(i.e., running stably with full data transit rate), a new &t will not be put into the
network unless an old packet leaves the netw@@k]. Jacobson usedCK clocking
to estimate if an old packet has left the network so that a negkgt can be put into
the network. TCP’slow startalgorithm helps TCP come to an equilibrium point (i.e.,
starting the ACK clocking) quickly by increasing the serglinate of the data source by
1 M S Sper received T-ACK. Once the system is in equilibrium, thengestion avoidance
algorithm takes over. During congestion avoidance, if éhisrno sign of congestion
(i.e., no packet losses), a TCP source increases its seradlagy(1 x M SScwnd) per
received ACK (what is calledadditive increasg When there is a sign of congestion
though, the TCP source reduces its sending rate to half gfrtheous sending rate (what
is calledmultiplicative decrease In their seminal paper [37], Chiu and Jain explain that
if all the traffic sources in the network obey the AIMD prinkgpthe network will not have
congestion collapse and the bandwidth in the network wifidagially” shared among the

flows in the network. The TCP’s congestion control algorithdeveloped by Jacobson

1 Thatis during slow-start, TCP doubles its sending rate gar. Rherefore, in contrast
to its name, during slow start TCP’s congestion window opgmexponentially.

2 Note that during the congestion avoidance phase, TCP ctogegindow is incre-
mented a total of 1 MSS per RTT, i.e., a linear increase.
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Figure 4.1: History of events that led to the doctrine of TCP-friendfse

were later revised and standardized by IETF as RFCs 258kafiBP582 [513.

In 1980s the traffic in the Internet was mostly composed ofiegfions running
over TCP. Therefore, the congestion control mechanismsGR (as explained above)
were sufficient to control the congestion in the Internetwideer, as the Internet evolved,
non-TCP traffic (such as streaming and multimedia appboatrunning over UDP) began
consuming a larger share of the overall Internet bandwictiimpeting unfairly with the
TCP flows, and essentially threatening the Internet’s heaid stability. As a response,
the notion ofTCP-friendlinesemerged [77].

Definition: The TCP-friendliness doctrine [55] states tteahon-TCP flow should
not consume more resources (bandwidth) than what a configrmCP flow would con-
sume under the same conditions (segment size, loss, and .Ri Bddition, a non-TCP
transport protocol should implement some form of congestiantrol to prevent conges-

tion collapse.

3 Note that RFC 2582 is obsoleted by RFC 3782 [52] in 2004.
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In 1997, Floyd and Mahdavi introduced tA€P-friendly equatioh[77] (Equa-
tion 4.1) which roughly calculates the bandwidth consumgd BCP flow (conforming
with the TCP congestion control algorithms). In 1998, Padély al. extended this equa-
tion to include timeout events [86]. Figure 4.1, summaribeschronology of events that

led to the doctrine of TCP-friendliness.

_ 122+« MSS
bandwidth consumeds —<2* 722 (4.2)
RTT=x* +/loss

4.2 Motivation

This chapter studies TCP-friendliness of single-homedBR@id the experiments
conducted in this chapter aim to investigate the basic casgaronly oneeompetingoair
of TCP and single-homed SCTHows exist in the network. As mentioned earlier, one
of our main goals in this dissertation is to investigate “FHoEndliness” of SCTP CMT
[63, 60]. Since CMT is based on single-homed SCTP, we betleatethe first step in un-
derstanding TCP-friendliness of CMT is to understand T@&htlliness of single-homed
SCTP. Therefore, the results in this chapter serve as thesfip of the experimental
framework in Chapter 5. In addition, there exists little Wwan the literature about the
basics of SCTP vs. TCP in the context of TCP-friendlinessis Work also intends to
bridge this gap. Furthermore, the comparison work in thegatér can also be considered
as a model for the question tiow to compare two transport protocols (especially from
the congestion control perspective)?In this chapter, we consider a topology where a

singletight link [66] is shared by the flows in the network.

4 Note that [28] defined another term call@&P-compatible flowHowever, based on
the definition given in the document, TCP-compatible flowhis $ame as what was
earlier defined as TCP-friendly in [77].

5 In this chapter, unless otherwise stated, SCTP refesirigle-homecand single-
streamSCTP associations as in [98].
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4.3 SCTP vs. TCP Mechanics

SCTP’s congestion control algorithms are designed to lmeilai” to TCP’s. How-
ever, there are subtle differences between the two that e&e wne transport protocol be-
have more aggressively than the other under certain cirtamoss. A few reports provide
the similarity and the differences between SCTP and TCP aresims [14, 15, 30, 100].
In this section, we highligraomeof such subtle differences between single-homed SCTP
(based on RFC 4960 [98]) and TCP flavors (based on RFCs 25312882 [51], and

2018 [80]) that we believe are directly related to the disous of TCP-friendliness.

1. Comparing Transport Protocol Overheads

e Transport PDU headefs- A TCP-PDU has 20 bytes of header (without any
options), whereas, an SCTP-PDU has 12 bytes of common hphdefdata
and/or control) chunk headers. For example, an SCTP datikdieadef has
16 bytes. If an SCTP-PDU carries a single data chunk, thé¢ etader size
will be 28 bytes, which is 40% larger than the header of TCRIRRithout

any options).

e Message-based vs. byte-based transmisskor SCTP, ahunkis the ba-
sic unit of transmission. SCTP sender wraps each A-PDU inammlé.
SCTP receiver delivers each received A-PDU in the same wéyetoeceiv-
ing application. Thatis, SCTP preserves message (A-PDundaries during
transmission and delivery. In contrast, TCP does byte<baaasmission. A
TCP sender does not maintain message (A-PDU) boundariedpaexam-

ple can concatenate the end portion of one A-PDU with theriméigg portion

6 Format of TCP and SCTP PDU’s and headers are given in Appéhdix
’ Refer to Figure E.3 in Appendix E.

8 Note that, if the size of A-PDU is bigger than MTU, then an SGERder fragments
the A-PDU into multiple chunks. Then, the SCTP receiverseasbles the A-PDU
before delivering it to the receiving application.
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of another A-PDU as the bytes fit into one single TCP-segmEGP(PDU)
during transmission. In the same way, a TCP receiver daliseme or all of

an A-PDU to the receiving application, with one system call.

The impact of message-based vs. byte-based transmisstbe oglative per-
formance of SCTP vs. TCP is that, as A-PDU size decreasesyvirdead
of SCTP per A-PDU will increase compared to TCPlowever, for the sim-
ulations in this chapter, we try to make the SCTP and TCP tosb&mailar

as possible for the sake of TCP-friendliness discussioeréfbre, we do not
consider the impact of A-PDU siz&

e Transport protocol ACKs SACK!! is a built-in feature in SCTP while TCP
needs to usSACK option80]. SCTP defines a special chunk cal4CK
chunk? as the way to report the gaps in the received data. There are tw
issues with SCTP’s SACK chunk compared to TCP’s SACK optigrsACK
chunk has a relatively large size compared to TCP SACK opfitwe size of
a SACK chunk header without amap ACK blockss 12 bytes. For example,
if there is no gap observed in the received data, SCTP-PDk}ingronly a
single SACK chunk will be 24 byté3 On the other hand, TCP-PDU carrying
no data (and options) will be 20 bytes. (ii) TCP SACK optiom d¢eave at
most 4 SACK block¥* (limiting the size of TCP header to 60 bytes in total),

9 Assuming that SCTP does no bundling, and application ové? T@hnection does
not use PUSH flag in TCP header.

10 Interested readers can look into [69] for the impact of A-P&ite on SCTP vs. TCP
throughput.

11 In addition to the cumulative ACK, transport receiver alstestively sends other
missing TSNs information.

12 see Figure E.4 for the format of SCTP SACK chunk.
13 12 bytes for common header, 12 bytes for SACK chunk.

14 Note that, when the TCP PDU also carries a TCP timestamp roptiee limit of
SACK blocks within a TCP SACK option becomes 3. Time stamjpooyt activated
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while SCTP SACK chunk can have larger number of gap ACK blpelss
long as the size of the SCTP-PDU is smaller than Path MTU. Bleas the
path loss (especially in a high bandwidth path) gets high€TP SACK can
better inform the SCTP sender about the missing data compareCP, at the

expense of increased overhead.

¢ In addition to the differences of protocol overhead betwdenbasic SCTP
and TCP specifications, as mentioned above, we note thaN@uél5.1 im-
plements RFC 1323 [64] for high performance TCP. TherefineTCP win-
dow scalingoptiont® is implemented together with tHECP timestampsp-
tion, which adds 12 extt& bytes to the TCP header of every TCP-PDU, mak-
ing the TCP header 32 bytes.

2. Comparing Congestion Control Mechanisms

e How to increase cwndPer RFC 2581, a TCP sender increases its congestion
window (cwnd) based on theumber of ACK packetgceived’. In contrast,
SCTP counts theaumber of byteacknowledged within each received ACK
packet. Counting the number of ACK packets received ratiaar the number
of bytes acknowledged within each ACK packet causes biggdopmance

issues for TCP especially when delayed ACKs [29] are tised

e When to increase cwndDuring congestion avoidance, SCTP increases its

cwnd only if the cwnd is in full use. This can make SCTP to be bggyressive

in our simulations for TCP.
15 which lets us to have send and receive buffer sizégiK.
16 10 bytes for the timestamps option, 2 bytes for fll®©P no operatiomption.

17 Note that the ABC (Appropriate Byte Counting) enhancemenTfCP is later intro-
duced with RFC 3465 [16]. However, QualNet 4.5.1 doesimplement ABC in
TCP.

18 Note that, we used delayed ACKs in our simulations.
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in sending data.

e Initial cwnd size Initial TCP cwnd size is 1-2 segments according to RFC
2581°. SCTP’s initial cwnd size at slow start or after long idleipés is set
to min(4 « MTU, max(2 + MTU, 4380bytes), which will be higher than

TCP’s initial window size.

e When to apply slow start vs. congestion avoidar®€TP increases its cwnd
according to the slow start algorithm wheiand < ssthreshand applies the
congestion avoidance algorithm, otherwise. On the othed laFC 2581 lets
an implementation choose between slow start and congestmdance when

cwnd and ssthresh are eqgtfal

In summary, messaging overhead of SCTP might be higher caudpga TCP
(especially if no TCP options used). However, SCTP is a ngwatocol compared to
TCP; hence, some of TCP’s enhancements (such as SACKs, ABGrjitial congestion
window size [17]) that came after RFCs 2581 and 2582 are dyreailt-in features in
SCTP. Therefore, it should not be surprising to see that Stidughput may be better

than TCP’s under identical conditions (further on this essguSection 4.5).

4.4 Experimental Framework
In the following sub-sections, we describe different aspaxf the simulation

framework used this chapter.

19 Note that, RFC 3390 [17] later on updated TCP’s initial cwimk o be up to 4K;
however, QualNet 4.5.1 does not implement RFC 3390 and Ke€psinitial cwnd
size at 2 segments.

20 QualNet 4.5.1 applies the congestion avoidance algoriti@nacwnd and ssthresh
are equal. Hence, this is the same behavior as in the SCTRicaigan.
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Figure 4.2: Simulation Topology

4.4.1 Topology

We designed an experimental framework to explore TCP-fitiaess of SCTP
in a single shared tight link topology as depicted in Figur2 4n the figure, the edge
links use fast Ethernet (with 100 Mbps bandwidth capacity Amicro second one-way
propagation delay). The tight link is modeled as a full-éuxppoint-to-point link, with
a 45 msec one-way propagation deéfayThe bandwidth of the tight link is varied as 5,
10, and 20 Mbps. Note that no artificial packet losses arediniced in the tight link or
the edge links. Therefore, all the losses in the simulatemesdue to buffer overflows
of congested traffic at routers R1 and R2. The buffer sizewaers R1 and R2 is set to
the bandwidth-delay product of the path. We use drop tailgqaeat the routers. We run

simulations with QualNét.

4.4.2 Network Traffic

The traffic in the network is composed of two flowslow 1 andflow 2 are ap-
plications transmitting data over an SCTP association o€& Tonnection from Sto
D1 and $ to Do, respectively. The traffic flows are greedy (i.e., the alans at the
sending hostsSand $ always have data to send). In addition, the receiving aafiins

at hosts @ and D, are always ready to consume whatever the transport lay&ygoican

21 Note that, the RTT of the paths in the network is 90 msec, airtol US coast-to-coast
[93] values.

22 ysing svn revision 10 of the SCTP module in QualNet 4.5.1.eNbat, QualNet’s
TCP model uses code converted from the FreeBSD 2.2.2 soodedmplementation
of TCP.
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deliver. Therefore, the sending rate of the traffic soursa®i limited by the application
but by the network. The size of each application message {8DA) is 1200 bytes to
create SCTP-PDUs close to the size of path MTU (1500 byteshileéBly, TCP-MSS

(maximum segment size) is set to 1212 bytes

4.4.3 Transport Protocol Parameters

While comparing SCTP and TE® we tried our best to make the transport pro-
tocol parameters to be as close as possible in the simutatidable 4.1 lists what pa-
rameters are used in common and per transport layer prot@esmectively. For TCP, we
studied both TCP SACK (TCPS) [80] and TCP NEWRENO (TCPNR).[Ble assumed
unlimited send® and receiver bufféf size at the transport layer so that buffer sizads

a limiting factor for the transport protocol throughput.

4.4.4 The Framework
Our goal is to understand how two flows (TCP and/or SCTP) stieravailable

bandwidth in the network. We investigate two cases.

e Case-l The two flows in the network argtarted at the same tirhé We use Case-|

to investigatédhow two flows grow togethday looking into all possible TCP-SCTP

23 Note that, QualNet 4.5.1 complies with Section 4.2.2.6 0€RA 22 [29] and calcu-
lates the maximum data that can be put into an TCP-PDU baska effective-MSS
Since every TCP-PDU included timestamps option (extra 12d)yin our simula-
tions, we set the TCP-MSS to 1212, to let TCP effectively SE2@D bytes of data in
each PDU, similar to SCTP.

24 See Section 4.3, for the subtle differences between simgteed SCTP and TCP
flavors.

25 Send buffer size of each transport protocol is set tol2andwidth-delayproduct.

26 The receiver buffer size of each transport protocol is se targe value such as,
65535*24 bytes.

27 |n the simulations, we started the two flows at random timekiw{0...RT T] to get
different randomized results with the repetition of the esiments.
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Table 4.1: Transport protocol parameters and their values used initgations

Scheme

\ Parameter

| Value |

TCP specific

Window scaling optiofy
Timestamps optidt
Other TCP parameter

YES
1 YES
sQualNet 4.5.1 default value

SCTP specific

SCTP-RTO-INITIAL
SCTP-RTO-MIN
SCTP-RTO-MAX
SCTP-RTO-ALPHA
SCTP-RTO-BETA
Heartbeats

Bundling

3 sec
1sec
60 sec
0.125
0.25
OFF
NO

common in SCTP & TCH

Send Buffer
Receive Buffer
Clock Granularity
Initial ssthresh

unlimited
unlimited
500 msec
65535*24

Delayed ACKs [18, 29]

YES®

a Thewindow scaling optiois required for TCP to have a receiver buffer size bigger
than 64K. We activated the window scaling option for TCP flesesthat TCP
sending rate is not limited by the receiver buffer size.

b This parameter is automatically activated by QualNet, si@aalNet 4.5.1 imple-
ments both window scaling and timestamps options (i.e], tf&gkether).

¢ The transport receiver sends a T-ACK for every other in-sage TSN received or
when the delayed ACK timer expires. The delayed ACK timeeisg 200 msec.
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combinations.
(i) Starttwo TCP flows at the same time
(ii) Starttwo SCTP flows at the same time

(iif) Start one SCTPandone TCPflow at the same time

e Case-lI: Initially only one flow is starte®f. Then, we introduce another flowhen
the earlier flow operates at steady-stéteHence, we explorbow one flow gives

way to another flowWe simulated four combinations in Case Il.
(i) Startone TCPflow then staranother TCP flow

(ii) Startone SCTPflow then staranother SCTP flow

(i) Start one SCTPflow then starbne TCP flow

(iv) Startone TCPflow then starbne SCTPflow

The simulation time for Case-l is 720 seconds, and the simounléime for Case-l
is 2140 seconds. For Case-l, we looked into performancedcaédtetween 60 and 666"
seconds. For Case-II, we looked into performance metritgden 18" and 78" seconds
(when there is only one flow in the network) as well as betweg#2and 2088" seconds
(when both flows operate at steady-state). Note that, wehstidT CPS and TCPNR for
the TCP-SCTP combinations above.

4.4.5 Performance Metrics
The performance metrics we measured in the simulationsrasepted below. We
looked into the long-term (steady-state) values of thesgicse In addition, we looked

into the throughput metric over short time durations (1, dfd 100 RTT) — see Figures

28 at a random time between.[(RT T].

29 In the simulations, the latter flow is started at a random timeénveen 86ec—+
[0..RTT].
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4.8, 4.17, and 4.16. The long-term metric values in Figur8s 4.4, 4.5, 4.6, 4.7, 4.9,
4.10,4.11,4.12,4.13, 4.14, and 4.15 and Tables 4.2 andel &/arages of 30 runs with

95% confidence intervals.

e Throughput — Application-layer data (including original, fast-retamitted, and
re-transmitted data that can be potentially lost) senteatwork by the transport
protocol of the sending host per unit time. Throughput obasport flow is shown
as afraction of the tight link bandwidth obtained by the flow in the graphs.(
throughput per flow isiormalizedwith the tight link bandwidth).

e Load by the transport protocol or Transport Load (T-Load) — The actual num-
ber of bits sent to the network by the transport protocol petrtime. This includes
all the transport layer headers, original, fast-retrartdj and re-transmitted application-
layer data and transport layer ACKs that can be potentially. IT-Load per trans-

port flow is normalized with the tight link bandwidth.

e Goodput— The application layer throughput measured at the recgiliost. That
is the number of bits delivered to the application layer @ tbceiving host by the
transport layer per unit time. Goodput per transport flow esnmalized with the
tight link bandwidth.

While the metrics above (throughput, t-load, and goodpt)naeasured per flow
in the network, the following metrics (fairness index, lintdization, and system utiliza-

tion) are aggregated metrics and measured per configuration

e Fairness Index— This metric is defined by R. Jain [67] to show fairness (ilee,
“equality” of resource sharing) in a system. Fairness ingea& value between
0 and 1, with 1 showing the most fair (equal) allocation of tesources in the

system. Assuming; is the rate (throughput) of transport flawthe fairness index
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of the network is given by Equation 4.2, wherés the total number of flows in the

network. ,
(i Ai)

=17 4.2

nx (QLy AD) *:2)

e Link Utilization — We use Equation 4.3 to calculate link utilizatidor(the tight

Findex=

link), where; is throughput of transport flowandn is the total number of flows
in the network. Our aim in using this metric is to see if thenggport flows pump
enough data traffic into the network. We want the link utiliaa to be high so that
the network operates close to its capatity

i 4) (4.3)

LinkUtIl = S 1oht Link Bandoidth

e System Utilization— This metric is calculated using Equation 4.4, whetrie the
number of flows in the networlg; is the goodput, ang; is the t-load of the trans-
port flowi. Essentially, this metric shows how much of the total loathennetwork
is converted to useful work (i.e., the data received by th@ieations). One of the
signs of congestion collapse is, although there is traftiad) in the network, the
load is not converted into useful work and the network is bwagsmitting unnec-
essary data traffic. Therefore, the higher the system atibn, the further away the
system is from congestion collapse.

Ly ai) (4.4)

SysUtil=
SEHE S o0

4.5 Simulation Results and Analysis
In this section we present the results from two sets of erpanis we performed.
Sections 4.5.1 and 4.5.2 discuss the results (i) when batls flothe network start at the

same time, and (ii) when one flow starts after the other flowestdy-state, respectively.

30 That is close to the “knee” as Chiu and Jain suggested [37].
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45.1 Flows Starting at the Same Time

Results for the flows starting at the same time are presentétures 4.3, 4.4,

45,4.6,4.7,and 4.8 and Table 4.2.
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Figure 4.4: flow 1: TCPNR, flow 2: TCPNR, starting at the same time

e Two TCP flows start togetheFrom Figures 4.3 and 4.4 and Table 4.2, we observe
that two TCP flows (for both TCPS and TCPNR flavors) share tilebandwidth
pretty equally, irrespective of increase in bandwidth, epicted with close indi-
vidual throughput values per flow in the network as well astigh fairness index

values. TCP congestion control algorithms allow aggredyfitevs to pump enough
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Figure 4.7: flow 1: SCTP, flow 2: TCPNR, starting at the same time
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| Scheme |[BW FI  LinkUtil SysuUtil |

5 0.997 0.938 0.960
TCPS, TCPS | 10 0.998 0.938 0.961
20 0996 0.937 0.961

5 0.999 0.938 0.961
TCPNR, TCPNR| 10 0.998 0.938 0.961
20 0.993 0.937 0.961

5 1.0 0.943 0.963
SCTP,SCTP | 10 0.999 0.941 0.965
20 0999 0.941 0.966

5 0974 00940 0962
SCTP,TCPS | 10 0.971 0.940  0.963
20 0.972 0939  0.964
5 0975 00940 0962
SCTP,TCPNR | 10 0.974 0.939  0.963
20 0.977 0939  0.964

Table 4.2: Fairness Index, Link Utilization, and System Utilizatioh@&nboth flows start
at the same time

traffic into the network (where link utilization values arer then 93%). In addi-
tion, the system utilization is high confirming that TCP iskpsending useful data

traffic (i.e., no signs of congestion collapse).

e Two SCTP flows start togethe8imilar to the two TCP flow case, we observe that
two SCTP flows starting at the same time also share the battdedgially (Figure
4.5), irrespective of increase in tight link bandwidth. Ttrensport load values for
the two SCTP flows are also close to the transport loads ofvileeTiCP flows,
showing that SCTP and TCP protocol overheads are similahBconfigurations
we have in the simulations. The link and system utilities laigh (>94% and
>96%, respectively) proving that SCTP congestion contrgbathms causing the

network to operate at high capacity without any threat ofgastion collapse.

e One SCTP and one TCP flows start togetltgom Figures 4.6 and 4.7, we observe
that irrespective of the increase in the tight link bandWwjdin average SCTP gets
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35%-41% larger share of the bandwidth compared to TCPS (8NK). However,
the link and the system utility values are still high showangtable network (see
Table 4.2). We looked further into how the throughput of SGi TCPS changes
over 1, 10, and 100 RTT intervals — Figure 4.8. We pickedxtbest casesimulation
run where SCTP throughput is larg&stompared to TCPS among all 30 runs.
Figure 4.8 validates that although SCTP is able to achieyednithroughput than
TCPS, evenin the worst caseSCTP responds to TCP traffic by increasing and
decreasing its throughput. That is, even in the most aggeeaad imbalanced case
of 30 runs, SCTP does not simply take as much bandwidth asiges rather,
over time SCTP gives and takes in a sharing with TCP. Thezetbe figure helps
arguing for SCTP being TCP-friendly.

4.5.2 Latter Flow Starts after Earlier Flow Is at Steady-Stae

Results for Case Il, where one flow starts earlier and therlfitw starts after the

earlier flow is at steady state, are depicted in Figtfrds9, 4.10, 4.11, 4.12, 4.13, 4.14,
4.15,4.16, and 4.17 and Table 4.3.
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Figure 4.9: flow 1: TCPS followed by flow 2: TCPS

31
32

In this particular run SCTP gets for about 62% more bandwiliém TCPS.

Note that, in these figurdbow 13, refers to the state of flow 1 when there is no other
flow in the network, andlow 1, refers to the state of flow 1 after a second flow is
introduced into the network.
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Figure 4.10: flow 1. TCPNR followed by flow 2: TCPNR
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Figure 4.11: flow 1. SCTP followed by flow 2: SCTP
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Figure 4.12: flow 1: SCTP followed by flow 2: TCPS
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Figure 4.14: flow 1: TCPS followed by flow 2: SCTP
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Figure 4.15: flow 1: TCPNR followed by flow 2: SCTP
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| Scheme |BW FI  LinkUtil Sysutil |

5 0.999 0.938 0.960
TCPS follw. by TCPS | 10 0.999 0.938 0.961
20 0.998 0.938 0.961

5 0.999 0.938 0.961
TCPNR follw. by TCPNR| 10 0.999  0.938 0.961
20 0.998 0.937 0.961

5 1.0 0.943 0.963
SCTP follw. by SCTP | 10 1.0 0.941 0.965
20 1.0 0.941 0.966

5 0975 0.940 0.962
SCTP follw. by TCPS | 10 0.974  0.940 0.963
20 0975 0.939 0.964

5 0975 0.940 0.962
SCTP follw. by TCPNR | 10 0.977  0.939 0.963
20 0976 0.939 0.964

5 0.975 0.940 0.962
TCPS follw. by SCTP | 10 0.974  0.940 0.963
20 0976 0.939 0.964

5 0.976 0.940 0.962
TCPNR follw. by SCTP | 10 0.977  0.939 0.963
20 0.974 0.939 0.964

Table 4.3: Fairness Index, Link Utilization, and System Utilizatiomen 29 flow starts
after the 2! flow is at steady-state
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e One TCP flow followed by another TCP floBy examining Figures 4.9 and 4.10,
we first observe that as expected, the throughput of the fieR fow drops after
the second TCP flow is introduced to (more or less) half of ievjus value (for
both TCPS-TCPS and TCPNR-TCPNR cases). The fairness iridb& system is
also high for both TCPS-TCPS (more than 0.99) and TCPNR-TERNore than
0.99), suggesting that even when the TCP flows start at difteaimes, they still

share the link fairly.

e One SCTP flow followed by another SCTP fldy examining Figure 4.11 and
comparing the results with those of the TCP flows, we obséraethe earlier SCTP
flow gives way to the latter SCTP flow, and both share the limtyfésee fairness

index values in Table 4.3).

e One SCTP flow followed by a TCP floim contrast, SCTP does not give a way in
an “equally-shared” manner to a later TCP flow — by observiggie 4.12 (with
TCPS) and 4.13 (with TCPNR). Although, the SCTP flow’s thitmpigt drops after a
TCP flow is introduced, on average SCTP ends up getting a 3@%ot8rger share
of the bandwidth than TCPS or TCPNR. We believe that the megd CP im-
provements that have been adéfeidto the SCTP’s congestion control mechanism
are responsible to a (faster and) better loss recovery inFS@1d hence SCTP’s
larger share of the throughput compared to TCP [15, 82, 83 F8gure 4.16 shows
the evolution of throughputs when an SCTP flow is followed BYyGPS flow. For
this figure, we ploted th&orst simulation result out of 30 runs where SCTP vs
TCP throughput was most imbalané&d The graph helps argue for SCTP being
TCP-friendly as although SCTP gets higher throughput caetéo TCP, SCTP
still gives way to TCP and shares the bandwidth with the neatlpduced TCPS

in a give-and-take manner.

33 Refer to Section 4.3.
34 n this particular run, SCTP gets 53% more share of the badfitivihan TCPS.
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e One TCP flow followed by an SCTP flowhen it comes to SCTP getting its share
of bandwidth from an already stabilized TCP flow (FiguresAdahd 4.15), SCTP
again achieves higher throughput than an existing TCP floarelgver, the band-
width obtained is put into useful work by SCTP, as the highteysutility values
in Table 4.3 suggest. The evolution of throughput for TCP8& &G TP flows for
different time intervals for the mosmbalancedrun out of 30 runs where SCTP
achieves 61% more bandwidth than TCPS is depicted in Figlie 4The figure
shows how TCPS gives way to SCTP and how SCTP shares the lthdwmith
TCPS in give-and-take manner. The figure again helps argueddP being TCP-
friendly.

4.6 Related Work

Although SCTP has been standardized by IETF in 2000, theitéswork com-
paring the performance of (single-homed) SCTP with cormgeTiCP flavors. Reference
[30] used theDpnet simulatoto perform initial simulation studies to find possible flaws
in the early version of SCTP specification and implementatio2001. Reference [69]
looked into the throughput of competing SCTP and TCP conmestin a shared link
topology usingSCTP reference implementatirom 1999 on a test-bed (with Linux ma-
chines and NIST network emulator). Reference [69] focusethe impact of the mes-
sage (A-PDU) size in comparing TCP and SCTP throughputs hoded that SCTP is
not more aggressive than TGPhen sharing a link. Reference [15] studied competing
SCTP and TCP flows over a satellite (high bandwidth-delaypecd link usingns-2
Reference [15] found out that the subtle enhancements iIS@EP congestion control
mechanism help SCTP to recover faster after a loss and heaaase the throughput of
SCTP compared to TCP. The results of [15], although for highedwidth-delay product

links, align with our simulation results presented in thiapter.
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4.7 Conclusions

In this chapter, we investigate the dynamics of two comge®8CTP and TCP
flows in asharedtight link topology using QualNet simulations. Our goal wasnvesti-
gate SCTP-TCP competition somehow in the micro scale tdifgehe main subtle dif-
ferences between SCTP and TCP’s TCP-friendly-relatedaar@cs. We discovered that
although SCTP’s congestion control mechanisms were ie@tabe “similar’ to TCP’s,
being a newer protocol, SCTP specification has some of theogexl TCP enhancements
already incorporated which results in SCTP performingdyeéttan TCP. Therefore, SCTP
can obtain larger share of the bandwidth when competing avifCP flavor that does not
have similar enhancements (as in the case of QualNet's T@RImMentation). We con-
clude that SCTP is TCP-friendly but achieves higher thrguglkhan TCP, due to SCTP’s
better loss recovery mechanistAgust as TCP-SACK or TCP-Reno perform better than
TCP-Tahoe.

35 Reports in [15, 82, 83, 84] also support our conclusion.
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Chapter 5

TCP-FRIENDLINESS OF CMT

This chapter investigates the TCP-friendliness of CMT bgigleing an experi-
mental framework and studying performance results of Qaa#fimulations. The organi-
zation of the chapter is as follows. Section 5.1 introdubegroblem statement. Sections
5.2 and 5.3 describe the experimental framework, and thalatron results and analy-
sis, respectively. Section 5.4 reviews related work andd¢leent controversies over the

TCP-friendliness doctrine. Section 5.5 concludes the &rap

5.1 Problem Statement

In Chapter 4, we described the definition and the goals of tBB-friendliness
doctrine. Traditionally, the notion of TCP-friendlinesasvdefined for end-to-end trans-
port connections over a single path. Our goal is to undedstard quantify the TCP-
friendliness of SCTP-based CMT for transport connectiores sultiple paths.

The design goal of CMT was to achieve a performance similéheécaggregated
performance of multiple, independent, single-homed SC3$baations (called App-
Stripe). lyengar et. al. showed that the throughput of CMi ba similar or greatér
(especially when the receiver buffer is unconstrained d@dpaths are showing simi-
lar characteristics) than AppStripe [60]. They studied pleeformance of CMT under
the assumption that the network paths which CMT subflows ner arebottleneck-

independen(similar to Figure 6.1). Since we are interested in the T@éntlliness of

1 Due to the sharing of the TSN space, CMT is more robust to AGISds.
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CMT, we revise this assumption and investigate how CMT besavhen dight link? is

shared among the CMT subflows and together with other TCP flows

5.2 Experimental Framework
In the following sub-sections, we describe different asp@t the experimental

framework used this chapter. Experiments are simulatediialiQe€.

5.2.1 Topology

We designed an experimental framework to explore the T@Pdtiness of CMT
in a single shared tight link topolofyas depicted in Figure 5.1. The tight link has 100
Mbps bandwidth capacity and 2 msec one-way propagationy.detch edge link has 100
Mbps bandwidth capacity and 14 msec one-way propagati@yte\o artificial packet
losses are introduced in the tight link or the edge links. réfare, all the losses in the
simulations are due to buffer overflows at routers R1 and R2ea by network traffic. We
used RED queues [57] in our simulations. Note that, when aguod TCP flows share
a tight link with drop-tail queuesglobal synchronizatiorand phase effectsan cause
the TCP flows not to get “equal” share of the bandwidth [53,%Y,,91, 94] (i.e., TCP
becomes TCP-unfriendly). Introducing randomness to thevord helps reducing the
impact of global synchronization and phase effects [57].aldrated RED parameters
in our simulations so that TCP flow show TCP-friendly behayice., all TCP flows in
the network get “equal” share of the tight link). As recomrded by references [57, 54],

ming, is set to 5 packets, maxis set to three times min, wq is set to 0.002, and

2 \We prefer to use the tertight link [66] rather tharbottleneckin this dissertation.

3 In this chapter, simulations run with svn revision 10 of ti&T® module in QualNet
4.5.1.

4 Our topology is similar to the access link scenario in [20].

5 Note that, the RTT of the paths in the network is 60 msec, sirtél US coast-to-coast
[93].
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Figure 5.1: Simulation Topology

maxp is set to 0.02 in our simulations. The buffer size at routetsaRd R2 is set to the

bandwidth-delay product (BDP).

5.2.2 Network Traffic

In our experimental topology (Figure 5.1), nodes A and B atdtimmed hosts
while nodes Sand D are single-homed hosts. We first ranTCP flows, from source
nodes $to destination nodesiD1 < i < n. We then add one of the following traffic

loads into the network.

e Flows TCP1 and TCP2:Two additional TCP flows running over the network paths
Al-R1-R2-B1l and A2-R1-R2-B2, respectively.

e Flows SCTP1 and SCTP2:Two single-homed SCTlows running over the net-
work paths A1-R1-R2-B1 and A2-R1-R2-B2, respectively.

e CMT flow: a two-homed CMT flow from host A to host B, with two subflows
CMT-sublandCMT-sub2 running over the network paths A1-R1-R2-B1 and A2-
R1-R2-B2, respectively.

For our experiments) is varied as 8, 16, 32, 48, and 64 yielding a total of 10, 18,

34, 50, and 66 network flos All flows in the network are greedy (i.e., the applications

6 From here on in this chapteBCTPmeans single-homed SCTP.
’ We counted each CMT subflow as one flow.
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at the sending hosts always have data to send). In addilienreteiving application at
each host is always ready to consume whatever the transyyert protocol can deliver.
Therefore, the sending rates of the traffic sources are mateld by the applications but
by the network. The size of each application message (or AHR®1200 bytes to create
SCTP-PDUs close to the size of path MTU (1500 bytes). Sihgjl@iCP-MSS is set to
1212 bytes.

5.2.3 Transport Protocol Parameters

Single-homed SCTP associations and ¥€&hnections are using parameter sim-
ilar to what has been described in Section 4.4.3 and TableThd CMT association uses
DAC and RTX-CWND as RTX policy. Both sender and receiver érdfat the transport

connections are unlimited.

5.2.4 The Framework

We first startedh TCP flows from nodes;So D; randomly between theand the
5t seconds of the simulation. Then, at théM&econd, we introduced either (i) the CMT
flow, (i) TCP1 and TCP2 flows, or (iii) SCTP1 and SCTP2 flowittie network. For
each case, we measured the performance (mainly the serd@)gf the TCP flows from
nodes $to Dj, and the performance of the newly introduced flow(s). Our go#his
framework is to see if CMT behaves more or less aggressivaly the two independent

TCP connections or SCTP associations. We explore answéie following questions.

e TCP’s congestion control algorithms aim to achieve an “#gstzare of the tight
link bandwidth. How much of the bandwidth sharing an CMT flosulel achieve

compared to two independent TCP or SCTP flows?

e What is the cost of introducing one CMT flow into the other nativflows com-

pared to introducing two independent TCP or SCTP flows?

8 All the TCP flows in this chapter are TCP-SACK connections.
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5.2.5 Metrics

We measured the following metrics in our simulations.

e Per flow throughput — similar to the definition given in Section 4.4.5, we defined
throughput (sending rate) of a transport flow as the amouapplfication-layer data
(including the original, the fast-retransmitted, and tegransmitted data, that may

potentially be lost) put on the wire by the transport proteamder per unit time.

e Average (avg.) flow throughput— is calculated using Equation 5.1, whelieis
the throughput (sending rate) of transport flow [1..(n + 2)] . While calculating
the avg. flow throughput, we counted each CMT subflow as one tdsvexpected
the avg. flow throughput to be close to the equal share of th&adle bandwidth
in the network. 2,
avg. flow throughput= nlzT12I (5.1)
e Fairness Index— as defined by Equation 4.2 in Section 4.4.5. We measured the
fairness index of all the flows in the network (each CMT subfiswounted as one
flow) to understand how equally flows in the network actualigre the available

bandwidth.

We run simulations for 36 minutes. The result for each coméigon is averaged
over 30 runs with a 95% confidence interval. We measured thdasdetween the's

and 339 minutes.

5.3 Simulation Results and Analysis
Before analyzing the simulation results, we have the folhgypotheses for each

case.

e Introducing two TCP flowsAfter TCP1 and TCP2 have been introduced into the
network, we expect all the flows (including the newly intrcdd TCP flows) to get

more or less an equal share of the available bandwidth.
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e Introducing two SCTP flowsAfter SCTP1 and SCTP2 have been introduced into
the network, we expect the SCTP flows to get similar or highesughput than
the existing TCP flows in the network. As elaborated in Chagptehe proposed
TCP improvements that have been incorporated into the SCddPigestion control
mechanism facilitate better loss recovery and hence ingarthroughput of SCTP
compared to TCP [15, 82, 83, 84].

e Introducing the CMT flow:In a tight-link-independent topology (with drop-tail
gueues), CMT achieves higher throughput than the indepgr®@TP flows (es-
pecially when the receiver buffer is unconstrained and titeghave similar char-
acteristics), as CMT shares the TSN space and hence is nsilientto losses
[60]. Similarly, in a tight-link-dependent topology (WiRED queues) as in Figure
5.1, we expect CMT to obtain higher throughput (i.e., higtteare of the tight link
bandwidth) compared to two TCP or two SCTP flows.

The simulated results are depicted in Figures 5.2 and 5.3o0Merved the fol-

lowing from the figures.

e two-TCP case:From Figure 5.2(a), TCP shows TCP-friendly behavior, where
TCP1, TCP2 and an average TCP flow in the network all get “égbedughput,
which is less than the ideal bandwidth sh ,’2). The high fairness index values
(very close to 1) in Figure 5.3 for the two-TCP case also confire equal sharing
of the bandwidth among the TCP flows. We also checked the giwaut of all the
individual TCP flows in the network for all the values and again confirmed that
all the TCP flows in the network obtained “equal” throughpué{ppendix A shows
the individual TCP flow throughputs for = 8 andn = 64.

e two-SCTP caseFrom Figure 5.2(b), SCTP1 and SCTP2 get “equal” throughput,
but the achieved throughput is higher than both the througbpan average TCP

flow and the ideal share of bandwidth. The low fairness inddues in Figure 5.3
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for the two-SCTP case are resulted from SCTP flows obtainiglyen throughput
than the TCP flows in the network. However, as we investigategder, adding the
SCTP flows into the network does not “starve” any of TCP flowshi& network

(see Appendix B of the individual flow throughputs for= 8 andn = 64). Such

behavior is due to the fact that SCTP implements a congestintrol mechanism
and does not frivolously send as much as it can. As a resubge®ther TCP flows
co-existing (without being starved) with two SCTP flows ie tetwork (although
SCTP’s thruput is higher). Referring back to the definitid T €P-friendliness in

Section 4.1, we conclude that SCTP is TCP-friendly but adsdigher throughput
than TCP, due to SCTP’s better loss recovery mechaffigmsas TCP-SACK or
TCP-Reno performs better than TCP-Tahoe.

e the CMT case:From Figure 5.2(c), each CMT subflow obtains “equal” through
put, but the achieved throughout is higher than the througbpan average TCP
flow in the network. We also checked the individual subflovotlghput and con-
firmed that CMT subflows perform better than the TCP flows inrtevork (see
Appendix C of the individual flow throughputs). As depictedrigure 5.3(a), CMT
performance is better than the total performance of TCP1T&®2. We had also
expected CMT to perform better than two SCTP flows. HowevBtTGs actually
showing similar or worse (fon = 8) performance than two SCTP flows, which
invalidates our earlier hypothesis. To further investghis issue, we run another
set of experiments with values set to 4, 6, 8, 10, and 12. We observed that the
performance of CMT gets worse than two SCTP flows gets smaller, as depicted
in Figure 5.4(a). To investigate the worse performance offlGddmpared to two

SCTP flows as gets smaller, we have the following hypothesis.

hypothesis*:CMT subflows share the same TSN space and ACK information, un-

like independent SCTP flows. Therefore, one ACK can simehasly trigger all

9 Reports in [15, 82, 83, 84] also support our conclusion.
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the CMT subflows to send data to the network. ConsequenttyGMT flow (con-
taining two CMT subflows) can crealmirstierdata traffic compared to two SCTP
flows. The burstiness causes more packets of the CMT subftavesrnarked by the
RED queues. Therefore, the CMT flow does not perform as goadeasxpected
(i.e., better than two SCTP flows).

To validate hypothesis*, we examined the RED parametgethat can be adjusted
to alter RED’s responses to burstiness. The rationale tsfth@ can make RED to
react burstiness less aggressively, then we should ob&&Menot performing as

bad compared to two SCTP flows.

As suggested by [53, 57], we changed to be 0.001 (instead of 0.002 used in
other simulations in this chapter), in order for making RElege to react less
aggressively to bursty traffic. The simulation resultsdgr= 0.001 is depicted in
Figure 5.4(b). Comparing FigurEss.4(a) and 5.4(b), in the latter figure, CMT still
performs similar or worse than SCTP for sm@aB, but not as bad as in the former
figure. Therefore, we have a reason to believe that hypahésids. One last
guestion on the comparative performance of CMT and two SCGM?sfis why CMT
performs worseor smaller n value® Intuitively, asn gets smaller the marking
probability at the bottleneck RED queue for each flow in thewvoek increases,

and hence burstiness affects each flow more.

After this detour to explain the performance differencewsstn CMT and two
SCTP flows, let's get back to the discussion of TCP-frierei;n As stated ear-
lier, one CMT flow (with two subflows) has better throughpuarthiwo TCP flows
and each CMT subflow has better throughput than TCP1 and Tiegfeause of the
better loss recovery mechanisms implemented in CMT (nag #ince CMT is

based on SCTP, CMT inherits all the built-in TCP enhancemen8CTP such as

10 Each data point in both figures is an average of six runs, wireresrror bars are
almost invisible.
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appropriate byte counting — ABC) and CMT being more resilienosses due to
sharing of the TSN space and ACK information. We can perd#iigesituation to
be similar to two TCP-Reno flows outperforms two TCP-Taho&d$loCMT also
incorporates a TCP-like (AIMD-based) congestion contr@ctranism and TCP
flows can co-exist with CMT in the network (though CMT thropgi is higher).

Therefore, we conclude a two-homed CMT to be TCP-friendly.

5.4 Related Work

As explained in Section 4.1, the notion of TCP-friendlinesserged in the late
1990s as a reaction to the increase of non-TCP traffic in teeriat. Given the enormous
economic, social, and political importance of the Interiiteils easy to justify a conser-
vative approach, such as TCP-friendliness, to addresstitedasing non-TCP traffic in
order not to upset the health and stability of the Internebweler, a lot has changed
since the late 1990s. Newer developments (one of them bdihg) @emand that we
re-consider the notion of TCP-friendliness and the Intetinat TCP-friendliness sets the
norms. In the following sub-sections, we discuss both psafpsimilar to CMT and

criticisms against TCP-friendliness.

5.4.1 Other CMT-like Schemes

Seminal documents from IETF and S. Floyd et. al. relatedéaibtion of TCP-
friendliness, such as [28), [47]*2, and [55}3, discuss the appropriate level gfanu-
larity for a “flow” (i.e., end-to-end connection subject to congastontrol). Although
the IETF allows an HTTP application to opap to twoTCP connectiori¢, applications

opening multiple TCP connections or splitting one TCP catina into multiple TCP

1 in Section 4.

12 in Section 3.2.

13 in Appendix A.

14 Refer to Section 8.1.4 of [46].
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connections (i.e., a flow granularity other than one sourcaddress-destination IP ad-
dress pair) have been frowned upon as they get more agggessave of the bandwidth
compared to a single TCP connection. Running betwesataf source and aetof des-
tination IP addresses, and ovaultiple paths, clearly, a CMT flow does not conform to
the suggested granularity of a flow in the context of TCPrfieness.

However, other proposals, similar to CMT, such as CP [85],[TW&RC [40],
mulTCP [39], MPAT [97], and PA-MUITCP [72], also aim to actheaggregated flow
rates (i.e., rates similar to aggregated rate of a group & €¢@nections). Some of these
proposals are based on window-based AMBechanism, while some are based on the
TCP-Friendly Rate Control (TFRC) [50, 56] protocol. TFR@s®adhye’s TCP-friendly
equation [86] to adjust its sending rate. AIMD responds terg\congestion indication
(packet drop) by multiplicatively decreasing its sendiater On the other hand, TFRC
does not respond to a single packet loss but instead resporls (measured) average
loss rate — oloss eventghat can include one or multiple packets losses. ThereldfBC
aims to achieve a smoother sending rate compared to wind@eebT CP, making TRFC

more suitable for streaming or multimedia applications.

e CP (Coordination Protocol) defines “flowshare” as the rata single TCP flow
and aims to obtaimultipleflowshares. CP uses TFRC and estimates a single flow-
share (i.e., the available bandwidth for a single TCP flove, CP multiplies the
estimated flowshare bandwidth with N to emulate an aggrddéde rate similar

to N flowshares.

e Similar to CP, MUulTFRC aims to emulate the behavior of N TFRGtqcols for
providing smoother aggregated sending rate. Unlike CReausof naively multi-
plying the TFRC rate by N, MulTFRC implicitly estimates tlos$ event per flow
in the aggregate flow. MulTFRC extends the TCP-friendly ¢igu&® to support

15 We explained AIMD earlier in Section 4.1.
16 Details of the mulTFRC equation is given at [41].
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multiple TCP flows and uses estimaieet aggregate-flow loss rate the equation.

It is shown that MulTFRC produces smoother sending ratas @R [40].

e MPAT is based on mulTCP [39] which in turn is based on AIMD. WGP takes
N as an input parameter and aims to behave like N TCP flowsd&tdM CP uses
the AIMD(a=1, b=1/2) algorithm. That is, if there is a signaasingestion, the con-
gestion window (cwnd) is decreased by b=1/2 of the currengestion window
value, while cwnd is increased by a=1 in every RTT if thereascongestion (dur-
ing steady-state). MulTCP assigns AIMD(a=N, b=1/2N) to diggregate flow to
emulate N TCP flows. However, it is shown in [97] that the Ic#® rexperienced
by mulTCP ends up being smaller than the loss rate expeddme® TCP flows.
This makes mulTCP to behave more aggressively than N TCP ,fleggecially
as N grows. MPAT is proposed to provided better fairness thatlTCP. MPAT
maintains congestion control states as many as the numifews it manages.

Therefore, as N grows, the overhead of MPAT increases.

e Like MPAT, PA-mulTCP is also based on mulTCP. However, unlMPAT, PA-
mulTCP maintains a single congestion window state for th@eeaggregate flow
(which reduces the overhead) and yet achieves fairer agggedlow than mulTCP.
PA-mulTCP adds an additional probe window to detect the isgnigte of a real

TCP connection and uses this rate to adjust the rate of thregaftgd flow.

In addition to the proposals above, in tts& working grouplETF has started the
Multipath-TCP (MPTCP) activity [8]. Similar to SCTP and SEB‘based CMT, MPTCP
aims to achieve TCP connections over multiple paths (IPesdes), an ability to move
data traffic to a less congested path when needed, or to usi@lephths simultaneously

to utilize available capacity in the network.
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5.4.2 Criticism against TCP-Friendliness

The most explicit and blunt criticism on TCP-friendlinessre from B. Briscoe
starting in his controversial and seminal paper “Flow-Réa@ness: Dismantling a Re-
ligion” [31] in 2007. Briscoe, referring TCP-friendliness flow-rate fairnessinstead
proposed what he callexbst fairness Considering social, real-world, and economic ex-
amples, cost fairness (which takes its roots from Kelly’'skvon weighted proportional
fairness [71]) is a more realistic measure of fairness than-fiate fairness. Briscoe re-
fuses the dogma thaqual flow rates are fair Instead, in a system where cost fairness
is established, each “economic entity” would be accouetédnl the costs they caused to
others. Cost fairness allocates cosbits instead of flows; hence, cost fairness is im-
mune to the problems such as splitting flow identifiers or apgmultiple connections
as flow-rate fairness is. Representing the viewpoint of ftate-fairness, S. Floyd and M.
Allmann replied with a “rebuttal” [48] not only stating thaefulness of flow-rate fairness
but also accepting the limitations of flow-rate fairnesdldwing Briscoe, M. Mathis pub-
lished an Internet draft [79] arguing that we haveéthinkthe notion TCP-friendliness
to keep up with an evolving Internet.

The views from both sides, one clinging on to the flow-ratenkess and the other
asking flow-rate fairness to be dismantled, are now beingilyediscussed in the IETF
mailing lists such as end2end-interest, iccrg, tsvwg, amdjt In addition, workshops
such as [10] discuss the compelling reasons to replace em@@€P and its congestion
control algorithms. Moreover, bigger research activiied agendas that will change and
redesign the entire Internet architecture are underwa as [6, 7, 9, 11]. We are going
towards a world where TCP and TCP-friendliness might notteestandards any longer.
However, this author believes that it will be a while beforg ather view becomes an

alternative or displaces TCP-friendliness.
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5.5 Summary and Conclusions

In this chapter, we designed an experimental framework/estigate TCP-friendliness
of CMT. Via QualNet simulations, we measured the sending odita two-homed CMT
and two SCTP flows and the impact of CMT and two SCTP flows on tinerd@ CP flows
in a network while sharing a tight link. We found out that a thmmed CMT associa-
tion has similar or worse performance (for smaller numberarhpeting TCP flows) than
the aggregated performance of two independent, singlesdd®C TP associations while
sharing the tight link with other TCP connections, due toftlue that a CMT flow creates
burstier data traffic than two independent SCTP flows. Whenpaoed to the aggregated
performance of two-independent TCP connections, two-ltb@MT obtains higher share
of the tight link bandwidth because of better loss recoveeghanisms in CMT (as CMT
inherits all the built-in TCP enhancements in SCTP). In &ddj sharing ACK informa-
tion makes CMT more resilient to losses [60]. Although CMTadbs higher throughput
than two independent TCP flows, CMT’s AIMD-based congestimmirol mechanism al-
lows other TCP flows to co-exist in the network. Therefore,aoaclude that CMT to be
TCP-friendly. We also surveyed and presented other (mathipnd alike) research efforts
similar to CMT and the recent activities that questioned#my foundation, assumptions,
and goals of the TCP-friendliness doctrine. Our survey shthat CMT is not the only
transport layer protocol that does not directly fit into therent TCP-friendliness doc-
trine and hence TCP-friendliness and its assumptions dhmmite-considered to include

newer developments such as multihoming.
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Chapter 6

SCTP QUALNET SIMULATION MODULE

In this chapter we describe the SCTP module (which is usedigffrout the simu-

lation studies in this dissertation) developed for the Qealnetwork simulator [21].

6.1 Introduction

Simulation is a widely used methodology for performancdweaton in network-
ing research. In particular, it is crucial to use the higlefity wireless physical layer
models in simulation studies to correctly evaluate the grarince/behavior of higher
layer protocols of wireless networks [102]. Since the QualNetwork simulator [21]
supports better wireless physical layer models than theratatwork simulators such as
ns-2 [4], we designed and developed an SCTP simulation redduQualNet the simula-
tor in the NSF WHYNET project [5]. The first official releasetbe SCTP module is de-
signed for QualNet 3.6.1 (October 2004) and the latest affrelease (release 2.0) is for
QualNet 3.9 (April 2006). The official SCTP QualNet module can be downloaded from
the WHYNET website at [5] or requested from the DEGAS Netvimglgroup SCTP web
site at [21].

In the following subsections, we briefly describe the impéenation of the SCTP

QualNet module and its use within the networking community.

1 As of today, the SCTP QualNet module has been ported to QudlNd.. Therefore,
the next official release of the SCTP QualNet module will Heased in QualNet
4.5.1 or higher.
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6.2 Implementation

A comprehensive SCTP simulation model using the QualNetisitar has been
developed in steps. Initially, we developed the standardFS@rotocol with both (1) the
multi-homing and (2) the multi-streaming features by faling RFC 2960 and the SCTP
Implementer’s Guidalr af t - i et f -t svwg- sct pi mpgui de- 10. t xt 2 Later, we
added (3) the Dynamic Address Reconfiguration (DAR) extansf SCTP into the mod-
ule by followingdr af t - i et f - t svwg- addi p- sct p- 10. t xt 3. We have also in-
corporated (4) the Partial Reliability Extension of SCTR.(IPR-SCTP) into the module
by following RFC 3758. Our latest official release (relead®) Ihcludes all the compo-
nents (1-4). Finally, we have added the CMT algorithms atramemission policies [63]
into the SCTP QualNet module

For details of the user guide to install and use the SCTP Qaiatdddule, as well
as its implementation details, please visit the DEGAS SCTRIRet module web site at
[21].

6.2.1 Comparing the SCTP QualNet and the ns-2 Modules

To validate the correctness of our SCTP QualNet implememtate cross-checked
with the SCTP ns-2 simulation module [32] usingviged networking scenario. We have
repeated a subset of the CMT over wired networking simutaticonducted using the
SCTP ns-2 simulation module (as presented in [63]) by ugiegCTP QualNet simu-
lation modul&. The simulation setup and topology are shown in Figure 6.1.8AMB

file is transferred from node A to node B using the CMT schemegdoying simulation

2 Note that, the SCTP Implementer’s Guide had become RFC 4R&T 2960 had
also been obsoleted by RFC 4960, which includes the erratasanes in RFC 4460.

3 Note that the DAR extension is now RFC 5061.
4 Therefore, the next official SCTP QualNet release will inighCMT as well.

5 For the validation study, we used svn revision 1 of SCTP MedlQualNet 4.5.1.
We believe that the simulations in [63] mainly use ns-2.31.
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s

Figure 6.1: Wired simulation topology for evaluating SCTP CMT scheme

parameters (such as rBuf size, CMT RTX scheme, and the ltssemgpath 2. In Figure

6.2 and 6.3, we annotated the QualNet results obtained -2 results from [63]
for unlimited rBuf and rBuf = 32 KB, respectively. In the figs, the red (solid) lines
show the ns-2 results extracted from [63] and the blue (dptiees show the QualNet

simulation results we obtained. The next sub-section dsesithe results.

6.2.1.1 Discussion

Figures 6.2 and 6.3 show that our SCTP CMT QualNet implentientéas com-
patible with the SCTP CMT ns-2 implementation. We obsereefttiowing comparing
the SCTP CMT QualNet and SCTP CMT ns-2 results.

e Although the absolute values of data points in the graphadet QualNet and

ns-2 implementations differ, the performance trends arelai. For instance, for

6 For further details of the simulation set up, please reféd68) and [25].
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Figure 6.2: AppStripe vs. CMT with unlimited rBuf — Comparing the ns-Zus in
Figure 11(a) of [63] with QualNet results
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Figure 6.3: Performance of the two of the CMT RTX policies for rBuf = 32 KBCem-
paring the ns-2 results in Figure 13(a) of [63] with QualNegults
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the unlimited rBuf case (Figure 6.2) the file transfer timeAqipStripe is larger
compared to the file transfer time with CMT for both QualNetiars-2. In Figure
6.3, both QualNet and ns-2 results show that CMT with RTX-CWbutperforms
CMT with RTX-SAME especially for higher loss rates and ligdtrBuf (i.e., the
file transfer time of CMT using RTX-CWND is smaller compared@MT using
RTX-SAME).

e We also observed that the absolute values of the data pointise curves) of ns-2
are lower than those of QualNet for the unlimited rBuf casg\ffe 6.2). However,
for the limited rBuf case (Figure 6.3), QualNet values (@s)vare lower than the
ns-2 values. Note that, the impact of RTX-CWND on the perfamoe of the CMT
associations is better observed for the limited rBuf anthérdoss rates. We suspect
that the slight implementation differences between the BQUalNet and the ns-
2 modules might have caused the absolute value differéndasaddition, since
we did not run the ns-2 simulations in person, we do not kndwha network
parameter values used in the ns-2 simulations (such as #gedengths in the

routers).

6.3 Community Interest

While we are using the SCTP QualNet module for our own re$eg@4, 23, 22,
26], the networking community’s interest in the module isocabn the rise. According
to download records, there are together 40+ downloads freWHYNET web site [5]
(since November 2004) and the DEGAS SCTP web site [21] (slaneary 2006). Some
of the universities and institutions downloaded the SCTRIRet module are listed in

Table 6.1.

7 While implementing the SCTP QualNet module, we also exadiihe SCTP ns-2.31
code. We had observed and noted some slight implementatfferedces between
SCTP QualNet and ns-2.31 modules, which are presented iemgipD.
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6.4 Conclusion

Overall, we believe that the SCTP QualNet module is a congeive implemen-
tation of the SCTP protocol and its extensions. Currenilg, $CTP QualNet module is
available as a patch to the official QualNet simulator paek#gthe near future, we plan

to merge and distribute the module within the official QualBieulator releases.
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UC Berkeley; Hanyang University, South Korea; Yonsei Ursity, Seoul, South
Korea; Dept. of Computer Science, DR M.G.R Deemed Uniwersitdia; Col-
lege of Logistics Engineering, Wuhan University of Tectogy, China; University|
Visvesvaraya College of Engineering, India; The DepartnoériElectronic and In-
formation Engineering of HUST, China; Italtel, Italy; Irdmiversity of Science and
Technology; Dept. of Computer Science, UT-Dallas; Koreavehsity, Seoul, Ko-
rea; Altsoft Inc.; Veermata Jijabai Technological InggtuComputer Technology
India; King’s College London, United Kingdom; San Diego Bash Center Inc.,
USA,; Sejong University, Republic of Korea; Keio Universiigpan; National Cheng
Kung University (NCKU), Taiwan; Anna University, India; Pe of Computer Sci-
ence, University College Dublin; Dept. of Computer Scieacel Info. Technol
ogy, Tezpur University, India; Universidade Federal de @ara Grande (UFCG)
Brazil; Dept. of Electrical Engineering, Nation Taiwan Meisity; Warsaw School
of Technologies, Poland; Centre for Telecommunicationse@ech, King’s College
London, University of London (Feb’06); Computer Sciencel &nmformatics, Uni-
versity College Dublin (Feb’06); College of Automation, ilowvesten Polytechnit
cal University (March’06); Dept. of Computer Science antbimation Engineer-
ing, National Taiwan University (April’'06); Department d¢fformation Science
Gyeongsang National University, Korea (May’06); Istanfechnical University,
Turkey (May’06); Tohoku University, Japan (June’06); BEtezal and Computer Ent
gineering, University of Victoria, Canada (July’06); Defmaent of Computer Scit
ence, Karachi University, Pakistan (Jan’07); Comsatstuistof Information Tech-
nology (CIIT), Pakistan (March’07); Hiroshima City Unigty (Aug’07); Depart-
ment of Electronic Engineering, National Taiwan Universif Science and Tech
nology (Nov’'07); Jawaharlal Nenru University, New Delhndia (June’08); Nokia
Siemens Networks(NSN), Du-dubai Project in United Arab Eateis (July’08);
E’cole Polytechnique de Montre’al, Laboratory: LARIM (Laatoire de Recherch
en Re’sautique et Informatique) (Aug’08); Department ofiEeering Science, Na
tional Cheng Kung University (Sept’08); Dept. of Inform@tiand Communicatiot
Technology, Manipal Institute of Technology, India (J&8)0Universidad Te’cnica
Federico Santa Mari'a en Chile, Departamento de Inforroa’{iFeb’09); Mehrarn
University of Engineering and Technology, Pakistan (F8ly'GJniversidade Fedt
eral de Santa Catarina, Brazil (March’09); Institute fdiohmation Industry, Taiwar
(June’09); National Institute of Technology Kurukshetradia (July’09); Dept. of
Computer Science, SUNY Binghamton, US (July’09); Dept ofpaiter Science
B.S.Abdur Rahman University, India (March’10).

D

T -

Table 6.1: Some of the SCTP QualNet module downloads since Novembér. 200
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Chapter 7

CONCLUSIONS AND FUTURE WORK

In this dissertation, we studied SCTP-based CMT in two odateg(1) multihop
wireless networks (MWNs) and (2) TCP-friendliness. We suarige our contributions

and future research directions in the following two subtises.

7.1 CMT over MWNSs

We studied two related problems in the context of CMT over M&/M the first
problem (Chapter 2), we examined the performance of CMT ti&E 802.11 based
MWNSs using both limited and unlimited receiver buffer (rBsize. We found out that
similar to the wired cases, when rBuf is not constrained, Ci&r MWNs shows bet-
ter performance than one single-homed SCTP associatioeardthe ideal AppStripe
application. We suggest that considering the bandwidtitdimons of MWNs compared
to their wired counterparts, applications will benefit frarsing CMT with a reasonably
large rBuf size over MWNSs.

In the second problem (Chapter 3), we studied the ACK meshanif CMT to
mitigate the effects of self-contention between T-DATA 8r8CK packets by exploiting
the availability of multiple (return) paths. The originaMT sends a T-ACK packet to the
latest path the DATA packet arrived from (i.e., potentidlyany one of the return paths).
We explored another ACK policy, where ACK packets are alvsgyd to the same (return)
path during the association lifetime. We found out that eiky as the multihop wireless

path gets longer and the number of simultaneous CMT sub-flsvsases, the alternative
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ACK policy shows better performance, even when the qualitthe paths differ. We
showed that the better performance of the alternative ACkcy@s due to the fact that
the inter-flow interference (between the DATA and the ACKkws) within a CMT flow
using the alternative ACK policy is less than the inter-floverference within a CMT
flow with the original ACK policy. This situation causes thggaegated sending rate of
the CMT flow using the alternative ACK policy to become highigain the aggregated
sending rate of the CMT flow using the original CMT ACK policy.

Our future research is to further improve the performanc€®IT over MWNs
by adapting techniques of improving (single-path) TCP qantance over MWNS (such
as data pacing [45, 59], congestion window limiting [35, 36, 74] and ACK thinning
[19, 34, 42, 45, 49, 96]) to exploit the availability of muyle paths between the source

and the destination hosts.

7.2 TCP-Friendliness with CMT

TCP-friendliness in the Internet has been traditionallydstd in the context of
single-path or single-homed transport connections. Weyded an experimental frame-
work to investigate TCP-friendliness of CMT, which, unlig&ndard TCP, uses multiple
paths simultaneously. In our experimental framework, wat &xplored TCP-friendliness
of single-homed SCTP (Chapter 4). We showed that althoughP&Ccongestion con-
trol mechanisms are intended to “be similar to” TCP’s, beengewer protocol, SCTP
has already incorporated some of TCP’s enhancements. foher&CTP obtains higher
share of the bandwidth when competing with TCP that does ae¢ similar enhance-
ments. We conclude that SCTP is TCP-friendly but achievgisdrithroughput than TCP,
due to SCTP’s better loss recovery mechanisms [15, 82, §3ju&t as TCP-SACK or
TCP-Reno outperforms TCP-Tahoe.

In Chapter 5, we investigated the TCP-friendliness of CME kveasured the
sending rate of one two-homed CMT flow and two SCTP flows, asd #ie impact

of CMT and two SCTP flows on the other TCP flows in the networklgvsharing a
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tight link. We found out that while sharing a tight link withtteer TCP flows, CMT'’s
performance is similar or worse than two SCTP flows mainlyaose of the burstier
data traffic that CMT creates compared to two SCTP flows. We d@ilscovered that one
two-homed CMT flow obtains higher share of the tight link bardth compared to two
TCP flows, because of better loss recovery mechanisms in GEICTHMT inherits built-in
TCP enhancements in SCTP). In addition, sharing of ACK mgztion makes CMT more
resilient to losses [60]. Although CMT obtains higher thghput than two independent
TCP flows, CMT’s AIMD-based congestion control mechanistoves other TCP flows
to co-exist in the network. We conclude that CMT to be TCIeffdly, just as two TCP-
Reno flows are TCP-friendly compared to two TCP-Tahoe flows.

The experimental framework designed in this dissertatamle extended to have
more rigorous study of TCP-friendliness of both single-leoh$CTP and CMT. We ex-
pect to obtain more insights by investigating (i) the inse& the number of SCTP and
CMT flows in the network, (ii) the increase in the number of CBlibflows (hence, con-
currency of one CMT flow), (iii) the impact of asymmetric RTaad edge links, and
(iv) the existence of unresponsive flow (similar to UDP) ahdrslived TCP flows in the
background traffic similar to the testing suite in [20]. Ird&ebn to simulations, it will be
worth developing the experimental framework in a networlkutator to work with SCTP
and CMT kernel implementations.

Our final word on TCP-friendliness of CMT is that althoughstdissertation in-
vestigates the TCP-friendliness of CMT in accordance wWithdurrent TCP-friendliness
doctrine, we witness hot debates in IETF that questionedahgefoundation of the TCP-
friendly Internet. We argue that multihoming and CMT are widhe developments that

support a research agenda to pursue alternative fairngssacfor the Internet.
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Appendix A

TWO-TCP CASE: INDIVIDUAL FLOW THROUGHPUTS (FOR
CHAPTER 5)

Note that, the first two bars in each of the figures in this adpeare for TCP1

and TCP2, respectively. The remaining bars are for eacheobthem TCP flows.

101



n=8(seed: 2001) n =8 (seed: 2002)

10 T 10
bw/(n+2) === bw/(n+2) ------
8 1 8
N N
Q Q
o Kl
S 6 1 S 6
5 5
Q Q
£ c
o o
3 =)
) )
£ £
= F
5 10 15 20 25 5 10 15 20 25
Source Node ID Source Node ID
n=8(seed: 2003) n =28 (seed : 2004)
10 T 10 T
bw/(n+2) -------- bw/(n+2) ------
8 1 8
N @
Q Q
o Eel
s 6 1 S 6
5 5
Q Q
L c
o o
3 =)
) )
£ £
= F
5 10 15 20 25 5 10 15 20 25
Source Node ID Source Node ID
n =8 (seed: 2005) n =8 (seed : 2006)
10 T ; T T 10 T T T T
bw/(n+2) === bw/(n+2) ===
8 1 8 1
N N
Q Q
o Qo
s 6 1 S 6 —
5 5
Q Q
£ c
o o
3 =)
) )
£ £
= F

5 10 15 20 25 5 10 15 20 25
Source Node ID Source Node ID

Figure A.1: Per flow throughput for two-TCP case (n:8, seeds: 2001-2006)
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Figure A.2: Per flow throughput for two-TCP case (n:8, seeds: 2007-2012)

103



n=8(seed: 2013) n=8(seed: 2014)

10 T 10
bw/(n+2) === bw/(n+2) ------
8 1 8
N N
Q Q
o Kl
S 6 1 S 6
5 5
Q Q
£ c
o o
3 =)
) )
£ £
= F
5 10 15 20 25 5 10 15 20 25
Source Node ID Source Node ID
n=8(seed: 2015) n=8(seed: 2016)
10 T 10 T
bw/(n+2) -------- bw/(n+2) ------
8 1 8
N @
Q Q
o Eel
s 6 1 S 6
5 5
Q Q
L c
o o
3 =)
) )
£ £
= F
5 10 15 20 25 5 10 15 20 25
Source Node ID Source Node ID
n=8(seed: 2017) n=8(seed: 2018)
10 T ; T T 10 T T T T
bw/(n+2) === bw/(n+2) ===
8 1 8 1
N N
Q Q
o Qo
s 6 1 s 6 1
5 5
Q Q
£ c
o o
3 =)
) )
£ £
= F

5 10 15 20 25 5 10 15 20 25
Source Node ID Source Node ID

Figure A.3: Per flow throughput for two-TCP case (n:8, seeds: 2013-2018)
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Figure A.4: Per flow throughput for two-TCP case (n:8, seeds: 2019-2024)
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Figure A.7: Per flow throughput for two-TCP case (n:64, seeds: 2007-2012
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Figure A.8: Per flow throughput for two-TCP case (n:64, seeds: 2013-2018
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Figure A.9: Per flow throughput for two-TCP case (n:64, seeds: 2019-2024
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Figure A.10: Per flow throughput for two-TCP case (n:64, seeds: 2025-2030

111



Appendix B

TWO-SCTP CASE: INDIVIDUAL FLOW THROUGHPUTS (FOR
CHAPTER 5)

Note that, the first two bars in each of the figures in this agpeare for SCTP1
and SCTP2, respectively. The remaining bars are for eadeaf TCP flows.
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Figure B.1: Per flow throughput for two-SCTP case (n:8, seeds: 2001006
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Figure B.2: Per flow throughput for two-SCTP case (n:8, seeds: 20072012
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Figure B.3: Per flow throughput for two-SCTP case (n:8, seeds: 20132018
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Figure B.4: Per flow throughput for two-SCTP case (n:8, seeds: 2019024
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Figure B.5: Per flow throughput for two-SCTP case (n:8, seeds: 2025030
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Figure B.6: Per flow throughput for two-SCTP case (n:64, seeds: 2005200
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Figure B.7: Per flow throughput for two-SCTP case (n:64, seeds: 2002201
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Figure B.8: Per flow throughput for two-SCTP case (n:64, seeds: 20183201
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Figure B.9: Per flow throughput for two-SCTP case (n:64, seeds: 20194202
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Figure B.10: Per flow throughput for two-SCTP case (n:64, seeds: 202803
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Appendix C

THE CMT CASE: INDIVIDUAL FLOW THROUGHPUTS (FOR
CHAPTER 5)

Note that, the first two bars in each of the figures in this agpeare for the two

subflows of the CMT flow. The remaining bars are for each oftAie&CP flows.
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Figure C.2: Per flow throughput for the CMT case (n:8, seeds: 2007-2012)
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Figure C.3: Per flow throughput for the CMT case (n:8, seeds: 2013-2018)
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Figure C.5: Per flow throughput for the CMT case (n:8, seeds: 2025-2030)
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Figure C.6: Per flow throughput for the CMT case (n:64, seeds: 2001-2006)

129



n =64 (seed : 2007) n =64 (seed : 2008)

3 T T T 3 T T T
bw/(n+2) === bw/(n+2) -
25 1 25 1
7 | 1 [ 1
o Kl
2 2
3 15 ] 3 15 ]
£ c
o o
3 =)
o o
£ 1y — E 1 i
= F
0.5 4 05 ]
T L
20 40 60 80 100 120 140 20 40 60 80 100 120 140
Transport Flow ID Transport Flow ID
n =64 (seed : 2009) n =64 (seed : 2010)
3 T T T 3 T T T T
bw/(n+2) === bw/(n+2) ===
25 { 1 25 1
g2 24 1 g 2 1
o Eel
2 2
3 15 ] 3 15 ]
L c
o o
3 =)
o o
£ 1y — E 1 i
= F
0.5 4 0.5 ]
L L
20 40 60 80 100 120 140 20 40 60 80 100 120 140
Transport Flow ID Transport Flow ID
n =64 (seed : 2011) n =64 (seed: 2012)
3 T T 3 . T .
bw/(n+2) === bw/(n+2) ===
25 { 1 25 1
7, 1 [ 1
o Qo
2 2
3 15 ] 3 15 ]
£ c
o o
3 =)
o o
£ 1y 1 e 1y 1
= F
0.5 1 0.5 1
T L
20 40 60 80 100 120 140 20 40 60 80 100 120 140
Transport Flow ID Transport Flow ID

Figure C.7: Per flow throughput for the CMT case (n:64, seeds: 2007-2012)
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Figure C.8: Per flow throughput for the CMT case (n:64, seeds: 2013-2018)
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Figure C.9: Per flow throughput for the CMT case (n:64, seeds: 2019-2024)
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Figure C.10: Per flow throughput for the CMT case (n:64, seeds: 2025-2030)
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Appendix D

SCTP QUALNET VS. NS-2 IMPLEMENTATION

In this appendix, we present some of the slight implememadiifferences that
we noted between the SCTP QualNet 4.5.1 (svn version 1) racha the SCTP ns-2.31
module. The legend we used is as follows.

DIFF(X, Y, ...): a feature where the Qual Net nodul e has
a different inplenmentation of the sanme functionality in ns-2

whi ch mi ght affect protocols X Y,

e DIFF(CMT, SCTPY): in detecting the stale acksLet’s examine the code segment

below in thepr ocessSackChunk() function of the ns-2 code.

i f (spSackChunk->ui CumAck < ui CumAckPoi nt)
{
/* this cumAck’s a previously cumAck’d tsn
* (ie, it’s out of order!)
* ...SO0 ignore!
*/
DBG _PL( ProcessSackChunk,
"ignoring out of order sack!") DBG PR,

L We refer to the plain SCTP as in [98].
2 The conclusion section of [62] also talks about stale acks.
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DBG_X( ProcessSackChunk) ;

return;

We noted that, thisf statement is not sufficient to decide the most up-to-datelS&ink
reaching the data sender. Let’s consider a CMT associagtmden two pathsfand B
where R is slower (for instance, longer delay) thap. RJsually SACKs fromPs will arrive

at the sender later than SACKs frof. For instance, a SACK chunk such as

(i) SACK( cumAck: 300, gapAckBl ock: 302-303, arwnd: 5000) viapath
Ps can arrive at the sendafter the SACK chunk

(i) SACK(cumAck: 300, gapAckBl ock: 302-305, arwnd: 3000) via
PathPf.

Since, thecumAck values on both SACK chunks are the same, both SACK chunks will
be processed at the sender. However, the SACK data atqjlés than the SACK data

at (ii). If the SACK chunk at (i) is processed after the SACKich at (ii), then the data
sender will calculate thpeer Rawnd value incorrectly. This is because at the end of the
processSackChunk() function, the following code segment is executed to cateula

peer Rwnd at the sender.

ui Tot al Qut st andi ng = Tot al Qut st andi ng() ;
i f(ui Total Qut standi ng <= spSackChunk- >ui Ar wnd)
ui Peer Rmnd =
(spSackChunk->ui Arwnd - ui Tot al Qut st andi ng) ;
el se

ui Peer Rend = 0;
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Whenpeer Rwnd is calculated incorrectly at the data sender, the sendentrag@nd more
data chunks than the receiver can store in its receiver thuffehis case, the receiver keep
dropping the extra data chunks and will keep advertisingnd value as zero. This situ-
ation causes the CMT association to get into a deadlock wdmre the data chunks are
dropped at the receiver due to being out of buffer space whédesender keeps retransmit-

ting these data chunks.

As a solution to this problem, we introduced a new varidaldd- >l ast Ar wnd into the
QualNet code and modified thd statementipr ocessSackChunk() function, where

out-of-order SACK chunks are decided as follows.

(

nmodul ar Lt (sackChunk. cunTsnAck,

tch-> | ast RevdTsn, SCTP_SERI AL_BI TS_32)

(sackChunk. cunirsnAck == tch-> | ast RcvdTsn)

&& (sackChunk.arwnd > tcb-> | ast Arwnd)
)

{// out-of-order SACK
snprintf(buf, SCTP_BUFFER SI ZE- 1,
"Node %, SACK chunk is out-of-order.
Drop the SACK silently.\n",

node- > nodel d,
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tcb-> state);
print Sct pDebugMsg( buf) ;
}
el se

{// SACK is up-to-date and ready to be processed

e DIFF(CMT): The ns-2 module introduces variablecover per destination address which
is used only to prevent multiple cwnd cuts in a window. Howe{® when a SACK is be-
ing processed while a particular destination address iashrecovery mode, the cwnd of
the destination should not be modified [98]. It seems thant& module did not imple-
ment (*). However, in the QualNet module, we did implement &fter a discussion with

Dr. Janardhan lyengar.

e DIFF(CMT): The ns-2 module keeps a variable nameat over per destination address
to keep track of the fast recovery mode per destination. \&&na marked'SN is >
recover, cwnd cut is allowed. Instead, in the QualNet module, we Keapvariables
namedr ecover andi nFast Recover y per destination to keep track of the fast recov-
ery mode per destination. Whenever there is a fast retraaséoni, the fast recovery mode is
entered (if not already in fast recovery) and the highesstanding TSN for the destination
is recorded. Whenever this eudocunAck for the destination- r ecover , fast recovery

for the destination terminates.

This method of keeping track of the fast recovery mode petirgson in the QualNet
implementation is definitely different from ns-2 implematidn. However, based on our
discussion with Dr. Janardhan lyengar, both methods maksesand should not make a

difference in term of the functionality.
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Appendix E

SCTP AND TCP PACKET FORMATS

] 1 2 3
01z345678901z2345687890123458783901
S S T e S L s Tt S B s S S Rt e S
Common Header |
—+—t+—+—+—t—+—t—t—t—F—F+—t—t—t—F+—t—t—t—t—F—t—+—F—F—+—+—+—t—+—+—+—+
Chunk #1
S S T e S L s Tt S B s S S Rt e S
A I
S S T e S L s Tt S B s S S Rt e S
Chunk #n
—+—t+—+—+—t—+—t—t—t—F—F+—t—t—t—F+—t—t—t—t—F—t—+—F—F—+—+—+—t—+—+—+—+

+—+ — +— + — +

Figure E.1. SCTP Protocol Data Unit (PDU) format

] 1 2 3

0123456789012 3458789012 345783901
—t—t—t—t—t—t—t—t— =ttt bttt =ttt =t =t —F— b=t —t—+—+—+
Source Port Number | Destination Port Number |
—t—t—t—t—t—t—t—t— =ttt bttt =ttt =t =t —F— b=t —t—+—+—+
WVerification Tag I
—t—t—t—F—t—t—t—F+—t—t—t—+—t—t—t—+—t—t—t—t—F—+—t—F—F—t—t—F—+—+—+—+
Checksaum |
—t—t—t—t—t—t—t—t— =ttt bttt =ttt =t =t —F— b=t —t—+—+—+

+— + =+ — 4+

Figure E.2: SCTP Common Header format
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0

1 2

3

0123456789012 34567890123 4567805901
st S T e e

+ -+ =+ — + — + —

1]

Type = 0 | Reserved|U|EBIE]| Length

TSH

Stream Identifier 3 I Stream Sequence Nuwber n

Payload Protocol Identifier

User Data (seq n of Stream )

Figure E.3: SCTP Data chunk format

1 2

s Sl S T B

s Sl S T B

s Sl S T B

s Sl S T B

e e e a ae e urt  E

3

0123456789012 34567859012 3456783501

+-
I
+_
I
+-
I
+_

+—+—+—F—+—+—F—+—F— -ttt —+—+—+—+
Type = 3 [Chunk Flags I Chunk Length
e T T S
Cumulative TSN Ack
+—+—+—F—+—+—F—+—F— -ttt —+—+—+—+
Adwertized Receiver Window Credit (a rwnd)
S ST ST S ST OT S ST S SV S SV ST
Nunber of Gap Ack Blocks = W | Nunber of Duplicate TSNs
+—+—+—F—+—+—F—+—F— -ttt —+—+—+—+
Zap Ack Block #1 Start I Zap Ack Block #1 End
e T T S

e e e s sarts o e e e L
ap Ack Block #N Start | &ap Ack Block #N End
+—+—+—F—+—+—F—+—F— -ttt —+—+—+—+
Duplicate TIN 1
F—t—t—t—t— =ttt =ttt =ttt =ttt =ttt =ttt =ttt

e T T S
Duplicate T3N
-+ttt +—+

o

Figure E.4: SCTP SACK chunk format
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o 1 2 3
o1:z234567855901:2 3458687590123 4568785901
+—+—+—+—+—+—+—F+—+—+—F+— -+t F—F——F+—+—+—+

| Source Port | Destination Port
+—+—+—+—+—+—+—F+—+—+—F+— -+t F—F——F+—+—+—+
| Sequence Number

+—+—+—+—+—+—+—F+—+—+—F+— -+t F—F——F+—+—+—+
| Aoeknowledogment Nunber

+—+—+—+—+—+—+—F+—+—+—F+— -+t F—F——F+—+—+—+
| Data | |TIA|PIR|3|F|

| Offset| Reserwved |R|C|3|3|Y| I Window

I I [GIEIH| TN I
+-+-+-+—++-+-++-+-++-+-++4++—+—4+—+—+—+—+—+—-+—+—+—+—+—4+—+—+—+
| Checksum | Urgent Pointer |
+—+-4+—+—4+—F—+—-+—F—F—+—F—F—+———t—t——t—F === == === F—+-1+
| Option=s | Padding |
+—+—+—+—+—+—+—F+—+—+—F+— -+t F—F——F+—+—+—+
| data |
+—+—+—+—+—+—+—F+—+—+—F+— -+t F—F——F+—+—+—+

Figure E.5: TCP Protocol Data Unit (PDU) format
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