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Abstract: A novel compressive 3D imaging spectrometer based on the coded aperture snapshot
spectral imager (CASSI) is proposed. By inserting a microlens array (MLA) into the CASSI
system, one can capture spectral data of 3D objects in a single snapshot without requiring 3D
scanning. The 3D spatio-spectral sensing phenomena is modelled by computational integral
imaging in tandem with compressive coded aperture spectral imaging. A set of focal stack images
is reconstructed from a single compressive measurement, and presented as images focused on
different depth planes where the objects are located. The proposed optical system is demonstrated
with simulations and experimental results.
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1. Introduction

Imaging spectroscopy has long been used as an important tool of analysis in many applications,
such as environmental monitoring, geological exploration, biological chemistry, and so on
[1–3]. Although its performance and resolution have been improved over the past decades,
spectral imagers are challenging in some applications [4], especially in imaging microfluidics or
combustion reactions where the objects are fast moving or changing in color. Traditional spectral
imaging techniques like push-broom and Fourier imaging spectrometers are too slow to track
the moving specimen or to detect the changes in spectrum due to their scanning mechanism [3].
Also, they cannot locate the reflectance data for 3D objects. The pixel-wise geometrical structure
and spectral information can be useful to create 3D models with the inclusion of multispectral
information, like underwater 3D visualization [5] or skin cancer detection [6].

The coded aperture snapshot spectral imager (CASSI) system, based on the principles of
compressive sensing (CS), is a remarkable imaging architecture that allows capturing a spectral
cube with just a single shot 2D measurement [3, 7, 8]. Advances in this area are growing rapidly
and it facilitates flexible capture modes for different applications. For instance, a 3D imaging
spectroscopy system for measuring hyperspectral patterns on solid objects was proposed in [1].
There, the authors integrated a CASSI system with a 3D range scanning system covering from
the UV to NIR spectrum, in order to measure the radiometric characteristics of the entire surface
of a 3D object. However, the laser radar scanner limits the applications of dynamic scenes due to
the intrinsic slow scanning mechanism. Other multidimensional detection system using CS has
also been developed [9, 10]. In this paper, a fast acquisition system based on a modification of
CASSI is presented to obtain multidimensional spectral data.

Integral imaging is a passive multi-perspective imaging technique [11–13], which records
multiple two-dimensional images of a scene from different perspectives. The concept is based
on capturing many perspectives of a 3D scene by means of a microlens array. Then, 3D re-
construction can be achieved computationally by simulating the optical back projection of the
multiple 2D images. The individual 2D images are usually called elemental images (EIs). In [14],
a feasibility generalized framework for compressive multi-dimensional integral imaging was

                                                                                                 Vol. 24, No. 22 | 31 Oct 2016 | OPTICS EXPRESS 24860 



studied. A pixel-wise color filtering element was simulated for 3D scenes in three spectral chan-
nels. However, the reconstruction quality is reduced as the number of spectral bands increases.
Motivated by 3D integral imaging [11], the proposed system introduces a microlens array (MLA)
in the CASSI system. This paper shows that the combination of integral imaging with CASSI
can realize spectral imaging for 3D scenes using a dispersive element.

As a first attempt, a simple joint reconstruction procedure was explored in [15] to obtain
spectral information of 3D scenes. In the previous system, elemental images are obtained by a
pinhole camera array. The reconstruction process is a combination of spectral reconstruction
and spatial reconstruction. In this paper, a prototype of the compressive 3D integral imaging
spectrometer is presented. A different imaging sensing model is developed so as to accurately
characterize the imaging phenomena and to develop an inverse algorithm. This imager can
compress spatial and spectral dimensions of a dynamic 3D scene onto a monochrome detector.
The obtained stack of images are arranged in plane-by-plane depth slices, like a focal stack
[16, 17] which contains clear or blurred contributions by features in on, or off, the planes where
they are focused, where each spatial pixel location contains its spectral response.

2. Optical sensing model

The proposed integral imager within the CASSI architecture is shown in Fig. 1. It consists
of a microlens array, a coded aperture, a relay lens, a prism and a detector plane. The spatial
information of the 3D scene is represented by a focal stack, a sequence of images each focused
on a different plane with spectral information. Each slice in a focal stack is defined as a depth
slice. Sensing of the 3D scene is carried out by obtaining elemental images optically through the
microlens array to capture different perspectives of the scene. Then, the spectral information of
elemental images is projected by the CASSI architecture onto a 2D compressive coded image on
the detector plane.

Depth slice

3D scene

...

Microlens 

array

Relay lensCoded 

aperture
Detector plane

Prism

λ

Fig. 1. Scheme of the 3D compressive spectral integral imaging system. It consists of a
microlens array, a coded aperture, a relay lens, a prism and a detector plane. The focal stack
of 3D spectral images is captured by the MLA and the CASSI system.

In the proposed method, integral imaging in tandem with CASSI realize a depth-variant
and spectral impulse response. The imaging process of a single depth data cube for a single
measurement shot is depicted in Fig. 2. There, the optical elements are represented by their effect
on the discretized data cube. Nx

′ and Ny
′ are the numbers of elements of the scene along the

x-axis and y-axis, respectively. Nx and Ny are the numbers of elements of the coded aperture,
respectively. L is the number of spectral channels. V = Nx · (Ny + L − 1). For simplicity, it
only depicts the projections by one row of micro elemental optics for 5 spectral bands. First, a
depth slice from a 3D scene is projected with the parallax translation by each microlens. Each
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projected elemental image with its own perspective is zoomed out on the coded aperture plane
according to the elemental optics. Secondly, the projected elemental image data cube is coded in
amplitude by the coded aperture. Third, a dispersive element plays a role of a spatial shifting of
each spectral band. Finally, the coded and dispersed information of each EI is integrated along
the spectral axis onto the focal plane array (FPA) detector.
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Fig. 2. Illustration of the spatio-spectral optical flow in the proposed scheme. The optical
elements are represented by their effect on the discretized data cube. A region in a depth
slice is projected with the parallax translation by each microlens. The elemental image array
is coded by a row of the coded aperture and dispersed by the prism. The detector integrates
the intensity of the coded and dispersed field.

Mathematically, the spatio-spectral density source entering into the system is represented as
f0(x , y, z, λ) where (x , y, z) are the spatial coordinates and λ is the wavelength. Suppose that
there are p rows and q columns of elemental images projected by the MLA on the coded aperture
plane. Each elemental image has the same size. The imaging process of a microlens array in
computational integral imaging can be described as follows [14]

fk (x , y, λ) =

∫
f0(x − Γk (z′), y − Γk (z′), z′ , λ)dz′ , for k = 1, 2, ..., p · q (1)

where fk (x , y, λ) is the projection by the k th microlens optics, and Γk (z) represents a translation
by the parallax in the k th microlens optics, respectively. Equation (1) can be written in matrix
form as

fk = Tk f0 (2)

where fk ∈ RNe ·Ne ·L is the vector form of fk (x , y, λ) , Tk ∈ R(Ne ·Ne ·L)× (Nx
′ ·Ny

′ ·Nz ·L) is a
translation matrix indicating the parallax translation produced by the k th microlens optics, and
f0 ∈ RNx

′ ·Ny
′ ·Nz ·L is the vector form of f0(x , y, z, λ), respectively. Ra×b is real valued a × b

matrix. Ne · Ne is the size of one elemental image in the k th microlens optics. Nz is the number
of depth slices.

There are p rows and q columns of elemental images through the coded aperture. Thus, the
entire signal before entering the CASSI can be written as

f =


f1
f2
...

fk

 =


T1
T2
...

Tk

 f0 = Tf0 , for k = 1, 2, ..., p · q (3)

where f ∈ RNx ·Ny ·L is the vector form of elemental images captured by the entire microlens
optics, and T ∈ R(Nx ·Ny ·L)× (Nx

′ ·Ny
′ ·Nz ·L) is the entire translation matrix. Here, Nx = Ne ·p and

Ny = Ne · q. Due to the zoom effect by the microlens optics, the depth slice in the object space
is zoomed out onto the image on the coded aperture plane. That is, Nx

′ > Nx and Ny
′ > Ny .
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T is a shifted matrix which describes the parallax translation and the zoom effect by the
microlens optics in the range of depth. T also accounts for the compression in spatial domain. In
this paper, T is constructed using computational integral imaging method [13]. Figure 3 shows
an example of the matrix T for Nx = 8, Ny = 8, Nz = 2 and L = 2, where Ne = 4, p = 2, q = 2,
Nx
′ = 16, and Ny

′ = 16. The white squares show the locations of the ‘1’s in T, representing
the corresponding sensing procedure from the depth slice data cube to the elemental image data
cubes. The ratio of the distance between the microlens array and the depth slice to the focal
length of the microlens array is denoted as magnification factor. The magnification factors of the
two depth slices are set to be 2 and 3, respectively. That is, one element on the focal plane of the
microlens array will be mapped to 2 × 2 and 3 × 3 elements on the corresponding depth slices.

Band 1 Band 2

Nx·Ny·L
= Ne²·p·q·L

Nx’·Ny’·Nz·L

1st depth slice 2nd  depth slice

1st  depth slice 2nd  depth slice1st row of EIs

Pth row of EIs 

1st column of EIs
qth column of EIs

Nx=Ne·q·Ne

Nx’·Ny’

Nx’·Ny’

1st row pixels 
of the EI Different magnification factors 

for  different depth slicesNe·q

Ne·q

Nx
=Ne·q·Ne

Ne

Ne

2nd  row pixels 
of the EI

3rd row pixels 
of the EI

Neth row pixels 
of the EI

2×2 EIs

1st row of EIs

1st row  pixels
of  an EI

1st column of EIs

Fig. 3. Illustrative example of the translation matrix T for Nx = 8, Ny = 8, Nz = 2 and
L = 2. The structure of the matrix accounts for the parallax translation and the zoom out
effect by the microlens optics. It depicts the sensing procedure of 2 × 2 EIs from the depth
slice data cube to the elemental image data cubes. The white squares show the locations of
the ‘1’s in T. Due to the zoom out effect by the microlens, the magnification ratio of the two
depth slices to the focal plane of the microlens array are 2 and 3, respectively.

In the single shot matrix model for CASSI [3, 7, 18], the FPA measurement is a linear
combination of the coded and shifted spectral image planes. The corresponding forward model
is given by

g = Hf + ω, (4)

where g ∈ RV ×1 is the vector of the captured data on the detector plane, H ∈ RV × (Nx ·Ny ·L)

accounts for the coded apertures and the dispersive element effects, and ω is the measurement
noise, respectively. Figure 4 shows an example of the matrix H for Nx = 8, Ny = 8 and L = 2.
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V

Nx · Ny Nx · Ny

Nx

Nx · Ny

Band 1 Band 2

Fig. 4. Illustrative example of the matrix H for Nx = 8, Ny = 8 and L = 2. The structure of
the matrix accounts for the effects of the coded aperture and the dispersion by off setting the
diagonal structure from band to band. White squares represent the ‘1’s by unlock elements
of the coded aperture. Here, V = Nx · (Ny + L − 1).

By replacing Eq. (3) in (4), the compressive coded measurement of the proposed system can
be written as

g = HTf0 + ω = Af0 + ω, (5)

where A = HT represents the sensing matrix of the proposed system. To solve this under-
determined linear system, the Two-step iterative shrinkage/thresholding (TwIST) [19] recon-
struction algorithm is used although a number of other method can be used [20, 21]. The signal
recovery is obtained f0 as the solution of

argmin
f0

‖g − Af0‖l2
+ τR(f0), (6)

where ‖·‖l2 denotes the l2 norm, τ is a regularization parameter, and R represents a total variation
(TV) regularizer given by

R(f0) =
∑
m

∑
n

∑
i , j

[( f (i+1) jnm − f i jnm )2 + ( f i ( j+1)nm − f i jnm )2]1/2 , (7)

where f i jnm is a rearranged element of f0, representing one element of the original multidimen-
sional spatio-spectral data f0(x , y, z, λ) in discrete form.

3. Simulations and experimental results

In this section, the proposed method will be firstly verified by simulations of two data sets. In
addition, a prototype has been constructed in the laboratory to test the proposed system. To
improve the contrast of the 3D scenes, only the reconstructed depth slices where the objects are
focused are shown. A random pattern with transmittance of 50% was used for the coded aperture
in all the simulations and experiments.The transmittance of 50% guarantees a good trade-off

between the compression ratio per pixel and the light throughput of the system. Code aperture
optimization for the proposed imaging device is also an important tool that can improve the
imaging result but it is left for future research [22].
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3.1. Simulations

In order to evaluate the proposed method, a test data cube of size of Nx
′ · Ny

′ · Nz · L =

256 × 256 × 2 × 8, as shown in Fig. 5, is first used to simulate the system model. The eight
spectral channels are 500, 510, 530, 550, 580, 600, 620, and 640 nm, respectively. The data is
divided into two, as shown in Fig. 5(a). Fig. 5(b) shows the simulated 3D scene consisting of two
depth slices. The image in the left image is assumed to be closer to the system than the image in
the right. Then, a distance z between the two image planes is set so that the left image is zoomed
out twice on the coded aperture plane and the right one is zoomed out triple by the microlens
optics.

z(a) (b)

Fig. 5. Test data with the size of 256 × 256 × 2 × 8(Nx
′ × Ny

′ × Nz × L)). (a) Original
data which is divided into two parts. (b) Simulated 3D scene with a separation z.

With the simulated 3D scene, 4 × 4 elemental images with 8 spectral channels are obtained
using Eq. (2), as shown in the first two rows of Fig. 6. Each elemental image is zoomed and
parallax translated by simulating the microlens array. Note that, more elemental images will
improve the reconstruction quality but increase the computational requirement [11]. The other
four rows of the figure show two reconstructed depth slices with 8 spectral channels using the
TwIST algorithm. It can be seen that the two objects are recovered clearly at their original
locations like two focal surfaces. The compression ratio is defined as the size of the estimated
data over the size of the measurement, which is (Nx

′ · Ny
′ · Nz · L)/[(Nx + L − 1) · Ny ]. The

size of the reconstructed data is 256 × 256 × 2 × 8. The size of the captured image is 256 × 263.
Thus, the compression ratio is about 15.6. The averaged peak signal-to-noise ratio (PSNR) of the
reconstruction is calculated by comparing the reconstructed images with the original data along
the spectral channels. The averaged PSNR of the central two rows is 29.6 dB and the bottom
two rows is 26.8 dB. Note that, the averaged PSNR at the longer distance is reduced by 3 dB.
The reason for getting a lower PSNR is due to the higher compression used to sense elemental
images at longer distances, since the EIs will shrink more when the objects are placed at longer
distances. However, the reconstructed depth is limited. The depth of focus of the reconstructed
3D scene is proportional to the number of pixels of the EIs and the focal length of the MLA [23].

To evaluate the spectral reconstruction accuracy, two points on the objects are used for
comparison, as shown in Fig.7. The first column and the third column are the comparison of
RGB images between the reconstructed result and the original data. The full spectral bands are
used for simulating RGB vision. From the second column, it can be found that the reconstructed
spectral curves of the two points match very well with the original ones, which suggests that
the proposed method is able to correctly measure the spectral information of 3D scenes. The
intensities of spectral curves were normalized to the scale of 0 to 1.
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580nm 600nm 620nm 640nm

500nm 510nm 530nm 550nm

580nm 600nm 620nm 640nm

500nm 510nm 530nm 550nm

580nm 600nm 620nm 640nm

Fig. 6. Simulated results with 8 spectral channels. The first two rows show the elemental
image array formed on the coded aperture plane by the simulated 4 × 4 microlens array.
The central two rows of the figure show the reconstructed result of the object in front. The
bottom two rows show the reconstructed result of the second object. The eight spectral
channels are 500, 510, 530, 550, 580, 600, 620, and 640 nm, respectively. The averaged
PSNR of the central two rows is 29.6 dB and the bottom two rows is 26.8 dB.
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Fig. 7. Spectral intensity of two pixels located at two objects. In the left and right of the
figure, the top and bottom RGB images are the comparison between the original data and
the reconstruction. The full spectral bands are used for RGB display. Two points A and B on
the objects were selected for spectral comparison. The central column shows the spectral
curves of the original and reconstructed pixels.

The second set of simulated data is captured by a shifted pinhole CCD camera. It is a scenario
close to a real experiment. In Fig. 8(a), two objects separated by a distance of 70 mm are used
to form the 3D scene. The distance between the pinhole and the CCD camera is 50 mm. The
first object is located at a distance of z = 210 mm from the pinhole. So the magnification factors
are 4.2 and 5.6 for the object in front and the one at the back, respectively. Figure 8(b) shows
6 × 10 elemental images which were recorded by shifting the pinhole CCD camera with equal
separations of 2.5 mm in both horizontal and vertical directions. Each captured elemental image
has 32 × 32 pixels with 11 spectral bands ranging from 450nm to 650nm. The captured elemental
images are used to verify the feasibility of the proposed optical system.

Figure 9 shows the reconstructed results. The top row shows two depth slices at the distance
of z = 210 mm where the first object is located and of z = 280 mm where the second one is
located. It can be noticed that different objects at different distances were reconstructed quite
well, which like a focal stack, the sequence of images each focused on a different plane. That is,
the spatial and depth information of the 3D scene is obtained. The size of the reconstructed data
is 300 × 450 × 2 × 11. The size of the captured image is 192 × 330. Thus, the compression ratio
is about 46.9. Also, to evaluate the spectral fidelity of the reconstructions, the intensity variations
of the 11 spectral channels were measured at two pixel locations, including point A on the first
object and point B on the second object, as indicated in Fig. 8(a). A commercial spectrometer
(Ocean Optics, USB2000+) was used to generate reference spectral curves at those locations.
From the bottom row of Fig. 9, it can be seen that the spectral curves of the two points match
well with the original ones. The curves here have larger errors than those in Fig. 7 because the
EIs here are obtained by real data with optical aberrations instead of simulated data.
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(a) (b)

Fig. 8. Captured 3D scene by a shifted pinhole camera. (a) Simulated 3D scene with two
toys. The distance between the two objects is 70 mm. Two points are selected for spectral
comparison. (b) 6 × 10 elemental images with different perspectives. Each elemental image
is upside down due the pinhole optics.
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Fig. 9. Reconstructed results using the elemental images array in Fig. 8(b). The top row
shows a focal stack consisting of two focal plane where the objects are located(one at
z = 210 mm and the other at z = 280 mm). The full visible spectral channel are used for
RGB display. The bottom row shows the reconstructed spectral curves of the two points
compared to the original ones.
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3.2. Experimental results

For the experiments, a prototype was constructed in the laboratory to test the proposed concept.
Figure 10 shows the experimental setup. A custom designed microlens array is placed in front
of a binary litographic coded aperture to form the elemental image array. This MLA(Thorlabs
Inc.) has 20 × 20 square refractive lenses in a 10 mm2 area with a focal length of 13.8 mm. The
coded aperture(Photo Sciences Inc.) is a 256 × 256 random binary pattern with the smallest code
feature of 19.8 um (2 × 2 CCD pixels). In this setup, the elemental images are formed on the
coded aperture plane. Afterwards, the elemental images go though the CASSI system. A pair of
visible achromatic lenses was used as the relay lens, which relays the image from the plane of the
coded aperture to the CCD. A double Amici prism(Shanghai Optics Inc.) made of glasses SF4
and SK2 was installed in between the exit aperture of the relay lens and the monochromatic CCD
camera(AVT Marlin, Allied Vision Technologies). Therefore, the coded and dispersed elemental
image array of the 3D scene is mapped onto the detector plane. System calibration is a critical
process to ensure the accuracy of the reconstruction. The calibration of the CASSI system is
described in [19]. Before calibrating the spectral response of the proposed system, make sure
that the MLA is placed in front of the coded aperture.

MLA

CCDCoded

aperture

Prism

Relay 

lens

3D Objects

Illuminator

50mm

Fig. 10. Prototype of the proposed system. The 3D scene is illuminated by an incoherent
broadband lightsource. The microlens array is placed in front of the CASSI system to form
the elemental images. The zoomed pictures show the patterns of the microlens array and the
coded aperture.

In the experiment, only one snapshot was used for reconstruction as well. Figure 11 shows the
experimental result using the prototype. In Fig. 11(a), the scene contains two cards on which
two letters “U” and “D” are printed. The objects in the scene are illuminated by an incoherent
broadband lightsource. The distance between the first object and the microlens array is 150
mm, and the distance between the second object and the microlens array is 200 mm. The dotted
region is the imaging scene of the system due to the FOV of the MLA. Two points are chosen for
spectral analysis afterwards. Figure 11(b) shows a compressive measurement of 4 columns and 8
rows of elemental images captured by the CCD camera. Each elemental image has 30 × 30 pixels.
It is spatially coded by the coded aperture and spectrally dispersed by the prism. Figure 11(c)
and Figure 11(e) show the two reconstructed depth slices using the TwIST algorithm. Figure
11(d) and Figure 11(f) show the two reconstructed depth slices using the Gradient Projection
for Sparse Reconstruction(GPSR) algorithm [24]. The GPSR is also an algorithm used for
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spectral image estimation. The spectral data cubes contain 13 spectral channels separated by
the dispersive prism. They are 450, 460, 470, 480, 492, 505, 515, 532, 550, 568, 589, 620 and
650 nm, respectively. The full visible spectral channel are used for approximating the RGB
vision system. It can be seen that the reconstruction result is quite good. The outline of the
card “U” is clear at the distance of z = 150 mm while the letter “D” at the distance of z = 200
mm is also clear. Thus, the reconstructed plane in Fig. 11(c) focuses on the card “U” and the
reconstructed one in Fig. 11(e) focuses on the card “D”. The size of the reconstructed data
is 300 × 400 × 2 × 13. The size of the captured image is 120 × 252. Thus, the compression
ratio is about 103. Compared the two algorithms, it can be found that the edge of reconstructed
objects using GPSR algorithm is clearer than that using TwIST algorithm. With the choice of
the total variation regularizer, the TsIST algorithm yields spatially smoother estimates during
the iterative reconstruction process. However, TwIST iterations are much faster than GPSR
iterations. In addition, the spatial resolution of the reconstructed 3D scene is determined by
various factors, such as the size of the microlens array, the resolution of the elemental images,
and the magnification factor [23, 25].
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Fig. 11. Experimental result with the captured scene. (a) A 3D scene consisting of two letters
“U” and “D”. The distance is 50 mm. (b) A compressive measurement of 4 columns and 8
rows of elemental images captured by the CCD camera. (c) and (e) show the reconstructed
depth slices using the TwIST algorithm. (d) and (f) show the reconstructed depth slices
using the GPSR algorithm. (g) and (h) show the spectral comparison of the two points in
Fig. 11(a).
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The experimental and reference spectral curves of the reconstructed 3D scene at two pixel
locations in Fig. 11(a) are compared in Fig. 11(g) and Fig. 11(h). It can be seen that the
reconstructed spectral data using one snapshot provides a proper spectral accuracy. The results
using GPSR algorithm are better than that using TwIST algorithm. The reconstructed spectral
profiles are matched but there are some offsets. This is due to the difference between the
simulations and the real experiment with MLA which provokes aberrations. In addition, the size
of an EI projected by a microlens is very small, which will also effect the reconstructed quality.
Note that, only one measurement was used in the experiment.

4. Conclusion

A new compressive spectral integral snapshot imaging system for measuring 3D objects was
proposed based on the ideas of compressive spectral imaging and computational integral imaging.
It can simultaneously sense a 3D scene at different depths and obtain the spectral responses of
the spatial pixel locations. 3D objects with different perspectives are optically recorded by a
microlens array as elemental images. Then through a CASSI system, the spatio-spectral data
is captured in a single compressive 2D measurement image on the detector plane. The optical
model and the imaging process of the proposed system were described. The simulations and
experiment were conducted to test and verify the performance of the proposed setup. The results
show that 3D spatial information and the spectral intensities can be successfully reconstructed as
depth slices. The proposed imager provides the flexibility for improving the spatial reconstruction
quality by simply applying a coded aperture with higher resolution which can contain more EIs.
Future work will focus on performance improvement of the proposed system by designing better
coded apertures [22] or using color coded apertures [26–28]. The reconstructed quality can also
be enhanced by high-resolution compressive spectral imagers like a digital-micromirror-device
(DMD)-based multishot snapshot spectral imaging (DMD-SSI) system [29] or a dual coded
hyperspectral imaging (DCSI) [30].
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