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Approximate Image Message Authentication Codes

Liehua Xie, Gonzalo R. Arcdellow, IEEE and Richard F. Graveman

Abstract—This paper introduces approximate image message Traditional message digest schemes, such as cipher block
authentication codes (IMACs) for soft image authentication. The chaining message authentication code (CBC MAC) [5] or

proposed approximate IMAC survives small to moderate image hashed-based message authentication code (HMAC) [6] with
compression and it is capable of detecting and locating tampering.

Techniques such as block averaging and smoothing, parallel MDS [3], create a hard authenticator, because they output
approximate message authentication code (AMAC) computation, entirely different message digests, even if only one bit in the
and image histogram enhancement are used in the construction original data is changed. A modification of a single message
of the approximate IMAC. The performance of the approximate ;i is qesigned to affect the calculation of all of the checksum
IMAC in three image modification scenarios, namely, JPEG . .

compression, deliberate image tampering, and additive Gaussian PitS @nd to change each one in roughly half of the cases. These
noise, is studied and compared. Simulation results are presented. MACs are deliberately constructed to be as unforgiving as

Index Terms—Content-based image authentication, message au-POSSible, and they fit those applications where Alice and Bob's
thentication code (MAC), tampering detection. security requirement is to reject any message that has been
altered to the slightest extent. In other applications (e.g., voice
or imagery), incidental noise or the effects of lossy downstream
|. INTRODUCTION . .

q , _ compression are at least somewhat acceptable, so long as Alice
ONVENTIONAL - countermeasures used against 'Nand Bob can identify and reject all-out forgeries, substantial

tegrity threats to ordinary data (e.g., spreadsheets, WOlbdifications of content, splicing or “cut-and-paste” attacks,

processing files, etc.) rely on cryptographic methods; MOLYc. In certain applications, the “acceptable modification” to the

precisely, the_y rely on message authenncatlon codes-(MACs eéssage may include the insertion of hidden data: e.g., digital
MACs are widely used cryptographic methods for Alice an ) . o .
watermarks or fingerprints to signify ownership or to mark
Bob! who share a secret key, to ensure each other that their — . S
articular copy. One approach to overcome the limitations

messages are authentic and unmodified [1], [2]. The creafyPartict . L .
of a MAC takes a message and key as inputs and compute%f &radmonal MACs for these emerging applications is to

checksum in a way that is hard, given some set of messa§&€ compute the expected modifications introduced by the
and their MACs computed with an unknown key, to forge appllcatlon at hand apd com'pute a MAC baged on the result of
MAC for a new message or to discover the key. The usual todfS €xpected operation. This may be feasible in some cases,
for constructing MACs are cryptographic hash functions [3Ut: in general, it fails to account for unpredictable effects
and block ciphers [4]. Conventional cryptographic procedur§ch as channel noise and inhomogeneous multicast where
originally crafted to secure ordinary data may be inadequatgcertainty in the communication channel is present. Moreover,
for multimedia digital sources (images, voice, streaming audi@hen message compression is required, it is preferable to use
and video). Ordinary data are intolerant to any changes adédthentication mechanisms prior to compression [7]. One of
the integrity check is based on strict bitwise accuracy. F8re reasons for this is that compression algorithms are not
example, altering a single bit in a binary file can have disastrodsterministic in the sense that various implementations of the
consequences. Multimedia, on the other hand, is generallgorithm achieve different tradeoffs in speed versus com-
tolerant to minor changes. pression ratio and, as a result, produce different compression
forms. These different compression implementations, however,
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Message M

from what was sent. Though AMACs provide a necessary cry 1101001 101

tographic primitive that probabilistically estimates the degre

of bitwise similarity of two digital messages with only a shor 11101001,..10100000
checksum, limitations exist if the AMAC is applied directly to ! (vero padding)
the authentication of images. First, the AMAC does notinitse M@ ™M@ ... ML-D
distinguish modifications to an image due to tampering (for ir ML

stance, adding or removing an object) from those due to sot -
acceptable image manipulations (for instance, image compr
sion). Second, the AMAC cannot spot the location of differencg M&®S1) . . . MIRSY)
between the messages. Thirdly, the AMAC only measures b p —— (permutation)

wisg differences, notdifferencesin pier'vaIues. Las.tly, t.he flu M) Mg+ M eLeD T T ... T
tuation of the AMAC difference around its expectation is larg Mk, ) W

and it is difficult to set a proper threshold for making the ay -

thentication decision. Therefore, we propose to use the AMA » :
primitive to construct an approximate authentication method te Mg, ) - - - Mk +L-D TARS-1) . .. T,@LRS-D
lored to the spatial representation of gray-scale images, namely
the approximate IMAC. Techniques such as block averagingand Fig. 1. Reformatting, row permutation, and XORing operations.
smoothing, parallel AMAC computation, and image histogram

fhnh?n(_:f Tem aﬁhusii/lﬁéhe approximate IMAC to OVEICOS, matter of fine-tuning the system, so as a matter of practice,
€ imitations of the ’ one can start wittk = S.

Section Il briefly introduces the AMAC algorithm and the o " .
statistical properties of the AMAC. Then the limitations of the Step 1) |n|t|aI|z_at|on: The key K and some addmongl n-
AMAC for image authentication are presented. Section Il de- formation] are input to the pseudorandom bit gen-
tails the construction of the approximate IMAC. In Section 1V, eratorP' as a seed. o . :
the performance of the proposed IMAC is described analyti-Step 2) _Forr_nattmg_and Random|zat|onTh|s_stage|s shqwn
cally. Simulations illustrating the authentication capabilities of in Fig. 1. First the binary messa@é is padded with
the approximate IMAC are provided and compared with the re- zerosto th_e length x 7t x S |fnec_essary. The padded

message is next re-formatted into a binary array of

sults from analysis. Ideas for improving the approximate IMAC RxS byl col N X q |
are discussed in Section V. Section VI concludes the paper. In X o TOWS DyL columns. | extpis used to select
apseudorandom permutationfin 2, ..., R x S}

addition, the simulation results verifying the assumption made , ,
and the rows in the array are permuted accordifgly.

In the analysis are presented in the Appendix. The purpose of the pseudorandom permutation is to
destroy the spatial correlation of rows. If the correla-
tion of positions between columns is also undesired,
an optional operation that performs a different cir-
A. The AMAC Algorithm cular shiftof each row should be added. The permuted

The AMAC [13], [14], is a probabilistic checksum calculated array is then masked by XORing all of its bits with a
using pseudorandom permutations, masking, and the majority new setof pseudorandombits generateffbpenote
function. It is capable of estimating the distance of two binary the permuted and masked arrayfgs
sequences, since similar messages are likely to have similaPteP 3) Two Rounds of Majority CalculationThis stage
AMACs. The closeness or similarity between two sequences is is shown in Fig. 2. First we tak& rows at a time
measured by their Hamming distance. The term “approximate” from 7o and form$' subarrays, each df rows and

(XORing)

Il. THE APPROXIMATE MESSAGEAUTHENTICATION CODE
(AMAC) AND ITS LIMITATIONS

comes from the fact that it is desirable for two sequences that Lsc_ollumns. Den(?:[e the sub-arrays &, Ty, ...,
are close, yet not identical, to have the same or only slightly dif- Iy~ Foreachly, 0 < &k < S — 1, compute
ferent AMACs. the majority bit of each column, i.e., the most fre-
Let M be an input binary message of length less than or quent bit in the column. The majority bits then
equal toL x R x S, where L is the AMAC length andR make up one new row of length. 5 new rows of
and S are positive integers. Given a shared kiyused to majority bits for.S' sub-arrays are formed, and they

secure the process and a pseudorandom bit genePattive are arranged in a neW x L array denoted by
algorithm for constructing the AMAC is given below.should The elements of” can be derived ag'(i, j) =
be large enough to resist brute-force forgeriasd other such MATJORI.TY[Tg(O, J); Té_(lv 3o .TS.(R -
attacks becausé determines the number of possible MAC 1, j)]. Itis seen that, by this round of majority calcu-
combinations and the amount of time for the attackers to break lation, the volume of the datais reducediter L bits.
the code. As with conventional MACs, the length of an AMAC 3one way to useP to obtain a pseudorandom permutation of the values 1
is typically chosen in the rang®# < I. < 400. It is convenient throughR x S is as follows. An additional ke ..., is obtained fromP. With

; ; ; ; this key, use either a traditional MAC scheme or a block cipher to generate MACs
to pICk R and$§ odd. Choosmg the relative sizes Bfand S or encryption of the values 1 throudgh x S. Sort the results and use the sorted
listed to specify the permutation. Note that this can be precomputedfrafn,

2That is, attacks by trying all possible combinations of binary bits. and/.



244 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 3, NO. 2, JUNE 2001

[ Li]
Ty [T . TiL-1) Tt
1]
TilL) e : T,{1.0)
1]
ORI * - TRLI) To(R-1,0)
TR . .. T(LR#L1) ““""'"”Fl
T! - j —| Tom To0) .. T
TIL{ZR-1)) oo IZHRL-1)
—t T 1.01
TALMRS-23 ... TALIRS-23eL-1)
751 ; : - X510 .. .0 ESLLD
: (AR LY
TALRS-1p -+ - TIRLE-I) !
Al ALl e AL

CLHRIL: the ANAT
Fig. 2. Two rounds of MAJORITY calculation in the AMAC algorithm.

. . . . . The length of the AMAC: L=63
A second round of majority calculation is carried out for : : : e .

Compute the majority of each column @fand obtainL bits. ol | b@{ i
TheseL bits are taken as the AMAC4. If Ror Siseven,arow | | T [Vt f
of pseudorandom bits is added to the corresponding majori osf| - - - L= 774
calculation to “break ties.” g1 reerence lng 7
The constructed AMACA, which is a binary sequence &f § ‘ g
bits, and the initialization datAare sent along with/. Cosl o .
= 2
B. Probabilistic Properties of the AMAC gosr ]
Let P4 be the probability that a given AMAC bit changes, asf§°-4- i P e 1
derived in [14] %ol = |
Pa=f(lm, L, dnr) 1) oS 1
i
where 04 7 i
I length of the binary message; ' , , . . , , , ‘ ‘
L |ength Of AMAC, G‘0 0.1 0.2 03 04 0.5 08 0.7 08 0.9 1

fraction of the differences between the messages

dys number of modified bits in the message.

For L AMAC bits, the expected number of differences is Fig. 3. Probability that a given AMAC bit changes versus the fraction of
differences between two sequendes= 63.

E{da}t =L Py @)

whered., denotes the number of different bits in the AMAC. With small Hamming distance have small probability of having
P, versus the fraction of the differences between two sgifferent MAJORITIES, two iterations of MAJORITY calcu-
quences is plotted in Fig. 3. This figure depicts an AMAC OHanons should produce a “slowly changing fingerprint” of the
L = 63, calculated for sequences with various lengths= 'MPut sequence.
9L, 81L, 729L, 6561 L. Fig. 3 shows thaf’4, the probability L o
that an AMAC bit changes, increases when the fraction of tfit Limitations of the AMAC for Image Authentication
differences between the original and the modified sequence inThe AMAC is a soft message digest for general data, though
creases. When all bits are altered in the sequefige= 1, its construction was originally motivated by approximate image
meaning every AMAC bit changes. Note also when the fractiomasithentication. In order to input an image into the AMAC al-
of bit differences are the same, thg values with differenf,, gorithm, the image data were formatted into a binary array by
are close to each other. converting all pixels from their decimal to binary representa-
The AMAC thus provides a means to detect the degree of biilens and scanning the pixels in a row-by-row manner. Through
wise similarity of two digital sequences. Since two sequencte analysis and simulation in [13], [14], we conclude that lim-
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itations exist if the AMAC is applied directly to the authentica- image | shared Ty’ K
tion of images. — ,
First, the AMAC does not in itself distinguish modifications phase [ | Fxtract Most Significant Bits
to an image due to tampering (for instance, adding or removir I
an object) from those due to some acceptable image maniy phase Tl Compute Parallel AMAC ‘ .
lations (for instance, image compression). Both tampering ai MAC of the sent image
image compression modify the pixel values, though the sem Phase IlI-S Phase IT-R | |
tics of how they modify an image are not the same. Modificgd Enhance Image Error Tolerance Check AMAC Difference MAP
tion by tampering results in large changes to certain coefficie

that are most likely concentrated in specific areas. Lossy cor B ) , , o
. . e Sender: transmit image I” and its MAC Receiver: authenticate the received image
pression tends to smooth the image, because it is in essence a

low-pass filtering process. Compared with tampering, its im- Fig. 4. Data processing flow for the sender and the receiver.

pact on a coefficient is relatively small, but its overall impact is

widely spread across the image. However, the AMAC is “blind” ) o o

to such differences. The likely difference in the AMACs of tw@nd tampering, which is a severe limitation. For more powerful

messages is only a function of their Hamming distance. THi§Proximate image authentication, the capabilities of error

does not account for the density and distribution of the diffefl€tection and localization are needed. Rather than simply
ences between the messages. In addition, the Hamming &gtching the AMAC, we constructed a new method tailored

tance of the AMACs is the only information available for thd® the spatial representation of gray-scale images, namely, the

receiver to judge the authenticity and integrity of the imag&PProximate IMAC.
Therefore, if the number of the differences caused by compres-
sion is as large as that caused by tampering, no valid threshaldimage Authentication Using the Approximate IMAC

can be determined to separate image tampering from comprese, approximate IMAC is constructed with a three-phase
sion. A partial remedy to this problem is to constrain the rot%—

. d . . - . peration, as shown in Fig. 4. The first and second phases are
tions to byte boundaries, so that bit locations within a pixel =

" ) ... 1dentical for the receiver and the sender, in which the most
main aligned, and the receiver can observe whether a differ |§

o . . - - nificant bits are extracted (Section IlI-B), a parallel AMAC
bit in t\ivo AMACSs occurs in alow- or high-order position W'thmcomputation is performed, and the IMAC of a given image is
a pgxe. d. the AMAC t spotthe locati £ dif bcreated (Section IlI-C). The third phases are different. At the
econd, the cannotspotthe location ot ditferences ender, the third phase enhances the image’s error tolerance
tween the messages. For detecting image tampering, it is hig

) . ) ction IlI-D). At the receiver, it authenticates the image by
desirable to expose the location of the tampering. But the p Fiecking the AMAC difference map (Section III-E). Denote

mutation and rotations performed in the AMAC algorithm det-gese phases by I, 11, llI-S, and I1I-R where 111-S and II-R stand

stroy spatial relationships (intentionally), so information basg r the third phase at the sender and receiver, respectively.
on pixel location is lost. '

Third, the AMAC only measures bitwise differences, not dif- ' o . ]
ferences in pixel values. With pixel values represented in binaRy, Phase I: Most Significant Bits Extraction

small changes in pixel values do not always produce small Ham-To assure the robustness of the approximate IMAC for im-
ming distances. For example, the Hamming distance betwegjes under acceptable manipulations, the least vulnerable bi-
126 and 127 is one, whereas that between 127 and 128 is eigiiky representation of an image is sought. Since low-frequency
A partial remedy to this problem is to represent the pixel valuggmponents of an image are the least affected during low-pass
with a Gray codeé [15]. filtering, and the highest order bit of a coefficient is the least
Finally, both the analysis and the experimental data show thssibly modified bit when the coefficient slightly changes, we
the fluctuation of the AMAC difference around its expectatiogecided that the highest order bit of the lowest frequency coef-
is large. Relying on one criterion, the Hamming weight of thfcients is robust and used them as the most significant bits. In
AMAC difference, may not be adequate to determine whethgtir scheme, the highest order bit of eachk 8 block average
or not an image is tampered, let alone the question of where {§sed to build a reliable, compact representation of an image.
image is tampered. The scheme is displayed in Fig. 5.
We divide an 8-biBw x 81 image! intow x h nonoverlapping
[ll. APPROXIMATE IMAGE MESSAGEAUTHENTICATION CODE 8 x 8 blocks. The8 x 8 blocks are used because they are the
(IMAC) most compatible with JPEG compression, in which8 blocks
re used in the DCT. These blocks are labelefag (0 < ¢ <
—1,0 < j < w—1). Then the mean of the coefficients in each
lock is computed. Denote it by (¢, j) (0 < m(%, j) < 255).
r@e most significant bit ofx(¢, j), denoted by(z, 5), is output.
A binary mapb is constructed by(¢, j) (0 < ¢ < h — 1,
< j < w-—1).In (a) of Fig. 6, the512 x 512 8-bit test

The AMAC successfully addresses the issue of appro
mate bit-by-bit data integrity but makes no attempt at patte
matching and identifying specific types of distortion. Thu
AMACSs cannot tell the difference between image compressi

0
4A Gray code is a binary code in which consecutive decimal numbers are . d. The block d the bi
represented by binary expressions that differ in the state of one, and only 4R20€ IS presented. The block averageand the binary map

bit. of the test image are depicted in Fig. 7.
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8x8 block
00 | Bor | =+ | Bos
m(0,0) m(0,1) ... m(0,63) b(0,0) b(0,1) *** b(0,63)
B o e m0) ... . b(1,0) .
Image 1 . . .
m@30) - m6363) b(63.0) - b(63.63)
B o Tt Bae
divide I into blocks calculate the mean of each block B; output the most significant bit of m(i,j)

Fig. 5. Extract the most significant bits.

Fig. 7. Left:m, the block average af. Right: b, m in binary representation.

slightly changed. Infacti(z, ;) is vulnerable to small modifica-
tion of m(¢, j) whenevern(i, ) is around the threshold 127.5.
To improve the image’s capacity for error tolerance, we intro-
duce a guarding zone in the image’s histogram by transforming
it and creating a gap around the threshold.

Let T,; be the acceptable maximum absolute difference be-
tween the originan(z, j) and a modifiedn (i, j) caused by
g_i%- 6. (a) Testirg?g_e- (C?)bTamperedrimigeit?ﬁ talr’\\AkAiSCreTOVEd- (C)dThellM/!&Séme image manipulations. We prohibit values in an error tol-

Irerence map obtaine y Cross-checking the Of rows ana colum . .
(d) The IMAC difference mapped in the tampered image. Brance zone around the thres_hold 127.5 and split the interval of
[0, 255] into two separate regions: [[B7 —T,] and [128 + 1,
C. Phase II: Parallel AMAC Computation 255]. The m_inimgm distance betwegn two coefficienbts bin two
) o different regions i2T,; + 1. We then linearly map ak (i, j)s

In this phase, one IMAC bit is calculated for each row andom g 9 127 to the first region and those from 128 to 255 to
column ofb using the. AMAQ algorithm. Hence, an array ofhe second region. In this way, a gapdt, + 1, which is sym-
w+h IMAC bits is obtained using the p/rocedure shownin Fig. §netrically positioned around 127.5, is created in the histogram
Denote the resulting array by'. Let A’(k) (0 < & < h — 1) = of py. Ifthe change ofn(i, j) is within T, the highest bit of the
b? the approximate IMAC bit fob(%, :), the_kth row of b and modifiedm(i, j) remains the same. Supposéi, ;) is mapped
Ak)y(h<k<w+h-—1)be the .|MAC t.)lt forb(:, k — h)l, into m/(i, j). Defined,, = m/(i, j) — m(i, 5). Sincem(i, ;)
the (k — h)th column ofb. In addition, using the key<, 4’ is the mean oB; ;, every coefficient inB;_; is changed by the
is permuted and XORed with pseudorandom bits. The final;qe amountl,,,. Define the new image @. Then, instead of
output arrayA is obtained. The purpose of the randomizatiop ;7 il be sent via the channel.

_and )_(OR ope_rations i_s to preve_m an attacker from being able to, , image manipulation can be characterized by the param-
identify any bit of A with a specific row or column of. eter?},,, the maximum absolute change it causes to the value of
At this point, the sender proceeds to sehidReceivers get m(i, ). If T, < Ty, the IMAC, A, stays the same. Otherwise

an approximate IMAC with the received image and follow the, 1,5y he different. Therefore a larg@y results in a stronger
process described in Section III-E. capability of the approximate IMAC to resist modification. On
the other hand, the modification forces a gap of wi2iffy + 1
o _ - ~inthe histogram ofr, the block average of the image. In some

Thoughi(z, j) is defined to be the most significant bit ofsenseyy, is dithered because a smaller scale is used to represent
m(i, j), it is possible thab(i, j) will change whenm(é, j) is 1, The largerZ; is, the larger the dithering effect. Whéh in-

5The permutation is carried out following the method used in Step 2) of tfgeases to the extremé= 127_)' m becomes binary. So thgre
AMAC algorithm (Section I1-A): Formatting and Randomization is a tradeoff between the quality #f and the robustness of its

o L =

D. Phase llI-S: Error Tolerance Enhancement
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row AMAC Algorithm

| A’(0) A(0)

A1) A(l)

b(00) BO,1)-b0w-1) A6 | randomind AD

B(1,0) e ; A(h) Ah)
: N I A’(h+1) Ah+1)
b(h-1,0) - b(h-1,w-1)

column A’(w+h-1) A(w+h-1)

Fig. 8. Parallel AMAC computation on all rows and columns.
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Fig. 9. Comparison between the histograms of the test image before and after
histogram transformation. Fig. 10. (a) Testimage. (b) Tampered image: the building is removed. (c) The
IMAC difference map obtained by cross-checking the IMAC of rows and
) ] columns. (d) The IMAC difference mapped in the tampered image.
IMAC. In practice, I; = 2 provides good performance, because
it produces both a sufficient guarding zone for moderate com-
pression and a slight distortion to the images. Udipg-= 2, we

obtained!’, the transformed test image. No visible difference

Fig. 6 shows an example of the IMAC difference map. In (b)
of Fig. 6, an example of a tampered image is given. The dif-
. ) Brence mapD when an IMAC of the original image is com-

observed betweefl andI. The histogram change is Observe%ared with that of the tampered image is shown in (c). In (d),

and plotted in Fig. 9. Itis seen that the histogramd ahd /' the IMAC difference is highlighted in the tampered image and

IOOI: ve:jy close tto eachl otjh_etr ' t?t(;refore theTnlstr?_g;am tranSfTﬂr'cIearIy indicates the area where tampering has taken place.
mation do€s notseverely distortine image. 1he nistograms Ol o ey example is provided in Fig. 6, in which a different test

andm’ appear to be slightly different and a closer look at the Fnage is used and shown in (a) of Fig. 10. A similar set of test
histograms around the threshold 128 clearly indicates that a 98B, its are plotted

is created after the transformation.

IV. PERFORMANCE OF THEAPPROXIMATE IMAC

E. Phase llI-R: IMAC Difference Map Checking
We use an 8-bib12 x 512 image as our example, and the

Denote the approximate IMAC of the received imageaby . _ . ;
Note it has been assumed that the receiver will be able to reco%?'red IMAC length is 128. Since the block average in the ap-

an accurate copy of. Using the key, o’ and A’ are recovered. proximate IMAC is equal to one eighth of the DC coefficient

Letd = A'@ o/, and create a binary map with / rows and in the 8 x 8 DCT block, we find thats, the binary represen-
w columns ' tation of the block average, can be equivalently constructed by

extracting the highest order bits of the DC coefficients. In order
D, j) = 0 ifdié)=d(j+h)=1 3) for us to analyze the performance for DCT-based compression,
“IIT1 otherwise. this method will be used in the following.
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A. Impact of JPEG Compression TABLE |

Lossy JPEG compression [16] quantizes the 64 DCT coe @ 73 50 32 21 16 12
ficients of each nonoverlappirgyx 8 block using a quantiza- ¢ 9 16 25 36 49 64
tion table. Larger quantization coefficients are used for high¢ de 18 32 30 2 98 128

frequencies, since they are less significant to the human visi Pa-r 0.0224 00384 0.0571 0.0778 0.0994 0.1214
system. By tuning the quantization table, various image cor. da-1 ;'éggg z'gggg 13363554446 2449729224 4661671060 670'73669667
pression ratios can be.attalned. A-user deﬁnpd “qualllty" factc D";;‘:’p 0.0005 0.00150.0033 0.0061 00099 0.0147
can be used to determine the scaling multiplier to adjust a starr=

dard quantization table. A number of tuning methods have been

proposed. Here we use a quality factor setting scheme which TABLE Il

was introduced in the 1JG JPEG library [17], in which a quality

_ ; _ Q 73 50 32 21 16 12

factor@ = 75 can be considered “high” qualit§g = 50 “good” q 9 16 25 36 19 61

quality, and@ = 30 “low” quality. a7 0 0 0 8 34 64
1) Approximate IMAC Without Image Histogram Transforma- PT, 0 0 0 00103 00405 0.0705
tion: dfi;, 0 0 0 06572 25949 45139
In Phase | of the approximate IMAC, the most significant dpgy 0 0 0 04319 6.7335 20.3753
bit of each block is extracted. We get, the block average of Digep 000 00001 0.0016 0.0050

an image. The impact of compression on the block average
has been analyzed in our study of the AMAC in the minimu%henq < 1024. Let I, be the length of the message, =

distortion model [13], [14]. It was seen that in the case Qf; . 4. Denote the probability that a given IMAC bit changes
minimum distortion, the number of different AMAC bits, 'Sby P ;. P4 is computed as a function éf andd, [14].
generally smaller than in real quantization processes. In Oth&{ere are 64 IMAC bits for the rows and 64 for the columns.
words, the AMAC from the block average is more robust thafente the expected number of IMAC differences in each di-
the AMAC derived directly from the pixels. In the second steRqctign byd.s_;,50d4_; = 64P4_;. (We assume each IMAC
b, a binary representation ek is generated by extracting they; i independent). When the IMAC bits in two directions are
highest order bits ofn. Since the highest order bit is the leasf, osg checked, the expected number of differences in the differ-
sensitive to coefficient change, the IMAC frobnwill be even ence map, denoted by, is d%_;. The density of the differ-
more robust. In all, the robustness of the approximate IMAG-ag der’10ted ) lfspd 7(_54)(64) In the quantization

1 nlap’ nlap .

which uses the binary representations of the image’s blogkheme, the quality fact@p determines the quantization con-
average as the input, is improved over the AMAC, which US&8anty. Table | shows the value of Pa_1, da_, d and
. y L A—1y YA—Ty YUmap

the bit representations of all image pixels. Furthermore, the b0 various quality factor€ are used
map .

approximate_ IMAC carries spatial information by computing 1) Approximate IMAC Using Image Histogram Transforma-
one IMAC bit for each row and column &f tion with the Parametef;:

To analyze the approximate '||V|ACS probabilistic behavior, \yhen the image histogram is re-mapped using parameter
we make the following assumption. o Ty, a gap of width2Z; + 1 is created around 127.5. In this
Assumption 1:We approximate the distribution functiony,,y the robustness of the IMAC is further enhanced, because
of DC coefficients, f(x), to be triangular in the range of; cqefficient changed by no more thai will not exceed the
[0, 2048], so thatf(z) = =/1024% 0 < @ < 1024, and 5 ndary, and its binary representation stays the same in spite
f(z) = f(20482 — ) for 1024 < & < 2048, 1., f(0) = 0. f the change. Lel; = 2. The 8-bit coefficients ofn in the
F(1) =1/1024%, ..., f(1024) = 1/1024, ..., f(2048) = 0.  range [0, 127] will be linearly transformed to the range [0,
The probabilities at both ends are 0 and the probabilities 1%5], and [128, 255] to [130, 255]. A gap of width 5 is created.
the center, 1024, are the highest. In JPEG compression, 8jfice the DC coefficient is eight times the block average, the

DC coefficient is further quantized. If is the DC quantiza- mayimum tolerated difference is 16 for the DC coefficient. The
tion coefficient,x the DC coefficient, and:, the quantized:, expected bit difference i, denoted byl is

zq = [z/q] % ¢, where[| represents the rounding process. The

maximum absolute quantization error would(i¢2)q and the 4 16

minimum err(_)r_is 0. After quantization, the highest order bit of il ~ 2 x64x64 if L 16 (5)
the DC coefficient might change. For example, whes= 8, 1024 2

& = 1023, z, = 1024, the highest order bits of andz, are 0 otherwise.

different. In fact, the highest order bit efchanges after quan- e results fol4_7, da_r, andD,,,, are shown in Table 11,
tization if 1024 — (¢/2) < = < 1024. In addition, ifg < 1024, These values are denoted by supersciiptto distinguish them
f(x) = 1/1024 for 1024 — (¢/2) < = < 1024. Therefore, the o the results of the IMAC without histogram transformation.
expected number of bit changeshirdenoted byl, is estimated  ¢omparing Tables I and I, we find significantimprovement due
as to histogram transformation. The expected difference barely dif-
q fers from zero wherd) > 21, which means the IMAC is robust
dy = 5o0g X b (4)  under moderate compression.
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TABLE Il | R
PERFORMANCE OF THEAPPROXIMATE IMAC WITH IMAGE TAMPERING b ) — ]
N, 5 6 7 3 9 10 B
dy 5 6 7 8 9 10 i §
Py_; 0.2159 0.2371 0.2555 0.2716 0.2861 0.2993 ? ’
da_y 1.0795 1.4226 1.7885 2.1728 2.5749 2.9930 o — | A = =
dmap  1.1653  2.0238 3.1987 4.7211 6.6301 8.9580 3 |
Dipnap  0.0233  0.0281  0.0327  0.0369 0.0420 0.0448 O P T N
(2) (b)
B. Impact of Image Tampering Fig.11. (a) Probability of “false alarm” when an image is compressed by JPEG

using different qua!ity facto€); (b) Probability of “miss” when the size of the
For the purpose of mathematical tractability, we assume tHh@mpered area varies.
image tampering takes place in a square. The modification to
each pixel in the square is random. Suppose the size of %Iity of “false alarm”

. . L increases. The probability of a “false
square i8V; x 8N;. The model is then further simplified so

; ! ! alarm” is greatly reduced by using histogram transformation.

that the tampering takes place in a square of sizex N, On the other hand, if a tampered image is reported as accept-

whereN; ~ /(1/2)N; so thatN, x N, ~ (1/2)N; x Ni. aple there is a “miss.” Denote the valuef_; by Ps_; N,

Furthermore, we assume that every bit of the coefficients in this,en, the tampered area is described\ay The probability of

N, x N, square changes because of tampering. a“miss”is(1 — P4_g|y,)*. The probability versus different
The performance of the approximate IMAC with tampering igalues ofV, is presented by the solid line in Fig. 11(b). (A more

shown in Table Ill. Note there is no difference in the results fQj’eta”ed discussion on F|g ]_]_(b) appears in the next Section)_

the IMAC with and without image histogram transformation|,n generaL Whe[jVS increases, the probabi"ty of a “miss” de-

because the effects of tampering are the same for Both;  creases. For example, whéh = 8, the probability of “miss”

is computed as a function ¥, [14]. In Table Ill, da_; = s 0.0063.N, = 8 represents a tampered area that /82 of

64P4—1, dmap = d%_; ANdDiap = dmap/(2Ns x N). the total image size. The number of bit differences between the
To compare the impact of tampering with that of JPEG contest image in Fig. 6(a) and tampered image in Fig. 6(b) fits the

pression on the approximate IMAC without Image Histogran¥, = 8 model approximately.

Transformation, we find the value afy_; in Table Ill, when

N, = 8,1is 2.1728, which is close to that of the compressed, |mpact of Gaussian Noise

image with quality factor 50 in Table I. It shows that the approx- , . . .

imate IMAC successfully suppresses the IMAC errors resulting SUPPOSe Gaussian noise of zero mean ahdariance is

from image compression, so it is now possible to set a threshaﬂded into the image. The expected absolute coefficient change

in the number of IMAC differences to separate image tamperityy V 2/7 v- Denote the sum of the coefficient changes by
and moderate image compression. Mdp. Since the DC coefficient is one eighth of the sum of

Compared with the values of in Table Il d in the coefficients in the block, the absolute DC coefficient change
P A=t ) At is one eighth off SUMdg|. Using the central limit theorem,

Table Ill, when N, = 8, is close to that of a compresse L ; . :
image with quality factor 16, so the performance of the IMAI € Q|st_r|but|9n of SUM is appro.xlmated as a Gaussian
! istribution with zero mean and varian6é¢v®. The expected

W.'th. h|§togram transformation is further improved. A Cleazr;\bsolute value of SUMJs is therefores,/2/xv and the DC
distinction between the compressed and tampered images 1S... . . .
revealed. coefficient change,/2/7 v is expected. Given the expected

h f bi b dabsolute DC coefficient change, we derive the valueslof
The presence of one or more IMAC bit errors can be use A¥d d when the variance of the Gaussian noise is varied. We

the indication of image tampering. For such an image auther}g—und d, ranged from 2.3937 to 14.3622 anff is zero when
cator, there are two types of error: “false alarm” and “miss” [181; <y < 18,

A “false alarm” occurs when a compressed image is reported as
“tampered.” Denote the values &f;_; and P{L ; with JPEG
compression using quality facto€g by P._r|q andPY_,|o,
respectively. For the IMAC without histogram transformation, The performance of the approximate IMAC without and
the probability of “false alarm”id — (1 — P4_r|g)¥, whereL  with histogram transformation was examined by observing the
is the IMAC length.L = 128 in the example. For the IMAC number of IMAC differences in the rows and columns. The
with histogram transformation, sind{Z ;|o>32 equal zero, results shown in Tables IV and V were computed by averaging
the expected IMAC errors resulting from compression jtlr  the data from 5000 times experiments. Results are reported
32 is 0, the probability of false alarm is 0. Whep < 32, for the test image in Fig. 6(a) with JPEG compression using
P |o<32 > 0, and the probability of a “false alarm” is—  different quality factors), the tampered image in Fig. 6(b),

(1 — P ,]o)%. Fig. 11(a) compares the probability of “falsethe tampered image with compression, and the test image with
alarm” versus differenf)s between the IMAC without and with Gaussian noise of varianeé. The observed differences in the
histogram transformation. The probability is obtained using tmews and columns are denoted by row-dg and col-di_;,
results in Tables | and II. Clearly, whep decreases, the prob-respectively. The superscripte,™ “c/¢,” “¢,” “n” are used

D. Simulation Results
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8 T T T : T .
TABLE IV —— Expected difference in a row or column
OBSERVED BIT DIFFERENCES IN THEROWS AND COLUMNS OF THE — differences in the rows

APPROXIMATE IMACS WITHOUT HISTOGRAM TRANSFORMATION 7L - differences in the columns 1
Q 73 50 32 21 16 12
row-d4 ;, 08 15 18 23 26 36 °r ]
col-d%_; 09 16 20 24 30 39 g
row-d’, 25 31 32 35 41 48 g°r 1
cold{’, 24 32 35 39 46 53 g, |
row-d%y_; 2.1 2
col-df47[ 2.3 % oL |
v 3 6 9 12 15 18 E
row-d%_; 027 072 1.08 149 194 225 =
col-di_; 031 075 114 159 215 253 er ]

1k cgmpressedimage = "~\_‘ K i
TABLE V =
OBSERVED BIT DIFFERENCES IN THEROWS AND COLUMNS OF THE : :
APPROXIMATE IMACS WITH HISTOGRAM TRANSFORMATION %5 > % pr ps o 7 30
Q: the quality factor

Q 73 50 32 21 16 12
row-d4_; 0 0 0 03 11 20 Fig. 12. Performance of the approximate IMAC without histogram trans-
col-d_; 0 0 0 03 13 21 formation.

row-d4,_, 2.1

col-dy ; 24 45
row-d7', 21 21 21 24 33 38
col-d{', 22 23 24 26 35 41
v 3 6 9 12 15 18
row-d%_;, 0 002 017 042 077 1.12
colkd%_, 0 002 .19 045 083 1.24

ther“\lIAO difference

to denote the results for compressed images, tampered
compressed images, tampered images, and images with ads
noise, respectively. In Figs. 12 and 13, the performance of tF°1
IMAC without and with histogram transformation is presented®
respectively. The values of row-d and col-d are plotted verst
the quality factor).

InFig. 14, the performance of the approximate IMAC withou!
and with histogram transformation is compared when Gaussii

T T T
—— Expected differencs in a row or column
— differences in the rows

- — - differences in the columns H

tampered-image . . . B

compressed image
1 &

noise is added to the image, where row-d and col-d are plotti
versus the standard deviation of Gaussian noise. We see the ap-

proximate IMAC is robust whenis small ¢ < 6). The number fF'g 1t3 Performance of
ormation.

of IMAC differences increases whenincreases, and the num-

40 50 60 70 80
Q: the quality factor

bers do not follow our prediction well. The reason may be be- ,
cause using the absolute mean of Gaussian noise alone is
sufficient to estimate the bit differences in the message resultii
from Gaussian noise. 2sr

V. IMAC GENERALIZATION

N
T

This section discusses several methods designed to impreé
the security and the performance of the approximate IMAC.

First, considering the probabilistic nature of the AMAC, weg
can increase the number of AMAC bits for each row (columng
of b. Instead of one AMAC bit, we output; (k; > 1) AMAC
bits for each row (column) by repeatedly calculating one AMAC,_
bit for each row (column):; times. The length of the com- ;|
bined IMAC is k1 (w + h). Givenk; and N, the probability

er of the | ﬂAC differences

o
T

numbel

he average

T T
— difference in the rows
- — - differences in the columns

that we miss detecting image tampering in the rows or columr
is (1 — P4_7)***Ns whereP,_; is the probability that a given %
IMAC bit changes. (We assume the AMAC bits are independent

4 6 8 10 12 14 16 18
v: the standard deviation of the Gaussian Noise

from each other.) Wheh; = 4 andN, = 8, P = 0.2716 Fig. 14. Performance of the approximate IMAC with Gaussian noise.

the approximate IMAC with histogram trans-
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T; ; = 255/2 remain brighter (darker). By introducing some
uncertainty about wherg&; ; is for eachB; ;, the attacker’s
task appears to become much more difficult. Threshold values
too close to 0 or 255 may not be helpful, so one possibility is,
instead of fixingZ; ; = 255/2, pick eachl;_; uniformly from
the set of value®'/2, whereT is an odd integer and, for example,
63 < T < 447. Alternatively, eacl; ; can be chosen from
a suitable Gaussian distribution. The other concerif,onis
to reduce|T; ; — B; ;|. When|T; ; — B; ,| is smaller, it is

i more difficult for the attackers to generate a falsg; that the
(a) () approximate IMAC will miss to detect. In a more elaborate
design, the value df; ; should be adaptive to the valuess ;.
Fig. 15. Approximate IMACS of the original image in (a) of Fig._ 6 and thg=gy example, if the area is very bright, i-Bg§7j is close to 255,
tampered image in (b) of Fig. 6 are compared and a grayscale difference maf)argeTm is preferred. When such an adaptive scheme is used

is obtained. (a) For each row and column, four AMAC bits are compute -
(b) Different block shapeg, x 64,2 x 32,4 x 16,8 x 8,16 x 4,32 x 2, todecide the value &f; ; for eachB; ; atthe sender, the correct

L]
IEE

andG4 x 1, are used to compute the IMAC. value ofZ;_; needs to be retrieved based on the modified in
orderto locally generate the approximate IMAC at the receiver.
in Table 1Il, and the probability of “miss” is €. Whenk; Finally, the latter two ideas just discussed, varying the

increases, the approximate IMAC is more capable of detectifitieshold and using a larger set of nonoverlapping shapes for
tampering. This is shown in Fig. 11(b), in which the probabilitfhe IMAC calculations, are not consistent with the construction
of a “miss” for different values of;; is presented. In addition, of the error tolerance zone of si2&,; + 1 around the threshold.
because the probability that a given IMAC bit changes is almobfi€ intervals around the various thresholds for the set of shapes
zero when the image is Compressed VQhZ 21, we expect to which a b|0C|(Bi7j belongs could border on each other in an
these IMACs will tolerate moderate compression well. unfortunate way and force an unnaturally large adjustment to
In addition, a grayscale difference mdp_, rather than a the pixels ofB; ; to construct the error tolerance zone around
binary image can be constructed fram= A’ @ o’ . We set each each different threshold. If; and the number of shapes to
pixel of D; ; = 255, and then decrement each pixelf ; by ~Wwhich a block belongs are too large, this may becomes a severe
|255/k; | for each corresponding 1 bit ih The resultis that the Problem, but for small values &, for exampleZ; < 6, the
pixels of D; ; that correspond to altered bits of the IMAC ardollowing simple rule ensures that the thresholds are either
increasingly shaded according to the number of altered IMAdentical or have sufficient space between them to allow the
bits to which they are associated. Fig. 15(a) shows the differeriiels of B; ; to be adjusted by the minimum amount required
map we obtained for the testimages when four AMAC bits weRy Zu. Instead of choosing eachi ; uniformly from the set
calculated for each row and column. of valuesT’/2, whereT is an odd integer ani3 < T < 447,
Secondly, in the construction of the IMAC, we calculate oneonstraini; ; to the se{[(63 + 32:)/2]|¢ =0, ..., 12}.
AMAC bit for each row and column if. In other words, size
1 x w andh x 1 blocks are used. In this way, the intersection
of one altered row bit and one altered column bit in the IMAC
A identifies one specifi§ x 8 block in B;, ;. Other shapes are In this paper, we proposed a new approximate IMAC for
also feasible, and they may intersect in different ways or notgaft image authentication. The approximate IMAC is based the
all. In our example, sizé x 64 and64 x 1 blocks were used for AMAC and it was developed for error detection and localization
a64 x 64 binary map. In fact, the IMACA can be constructed, in images. Theoretical analysis was performed on the expected
for example, from seven sets of 64, where each set consistgefformance of the approximate IMAC when images were mod-
nonoverlapping blocks of shapks 64,2x32,4x16,8x8,16x  ified in several scenarios. Simulations were also carried out to
4,32 x 2, and64 x 1, respectively. The combined approximat€ompare and help validate the analysis. It was seen that the ap-
IMAC Athen has alength Gfx 64 = 448 bits. When the IMAC proximate IMAC successfully suppresses the impact of JPEG
is constructed in this manner, the valuesidf_; are the same compression but preserves the ability to detectimage tampering.
as before with respect to JPEG compression. When the image is
tampered, the values &%, _; for block types other thah x 64
and64 x 1 are likely to be higher than those of block types64
and64 x 1 in places where tampering takes place, because the
fraction of the tampered coefficients in one block may be higher.
As aresult, the overall performance of the approximate IMAC is A group of images was collected to examine the effectiveness
enhanced. Similarly to the last idea, a grayscale difference mafjthe distribution model that we used to estimate the bit errors
can be constructed as shown in Fig. 15(b). of the input sequence for the IMAC algorithm. In the simula-
Thirdly, as the approximate IMAC is described above, aiobns, 1000 nonsynthetic images were used, which included im-
attacker with an image and its associated approximate IMA@es provided in [19] and some widely available images such as
can substitute any other image, so long as8alk 8 blocks Lena, Babara, Boat, Pepper, etc. The results reported here are
B;_; with mean pixel value brighter (darker) than the thresholthe average of the results of all test images.

VI. CONCLUSION

APPENDIX
VALIDATION OF TRIANGULAR DISTRIBUTION OF DC
COEFFICIENTS
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TABLE VI [16] G.K.Wallace, “The JPEG still picture compression standa€drhmun.
OBSERVEDNUMBERS OFBIT DIFFERENCES IND WITHOUT AND WITH IMAGE ACM 31-44 34 Apr. 1991.
HISTOGRAM TRANSFORMATION [17] Independent JPEG Group, , http://www.ijg.org/.
[18] L. L. Scharf,Statiscal Signal Processing—Detection, Estimation, and
Q 73 50 32 21 16 12 Time Series Analysis Reading, MA: Addison-Wesley, 1991.
dy 176 315 503 720 975 1271 [19] J.Z.Wang, G. Wiederhold, O. Firschein, and S. X. Wei, “Content-based
d,fI 0 0 0 78 345 652 image indexing and searching using Daubechies’ wavelets,J. Dig-

ital Libraries, vol. 1, no. 4, pp. 311-328, 1998.

The assumption of triangular distribution of DC coefficients

in their range was applied in the derivation of Equations (
and (5). In Table VI, the observed number of bit difference
in b by compression is shown, whedg and d/’ are denoted
as the observation on images without and with the histogre
transformation, respectively. The results match the predicat
values in Tables | and Il very well. Hence, Equations (4) and ('
are good approximation for estimating the bit differences in
resulting from compression.
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