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Abstract—A new approach to digital signatures for imaging,
which adapts well to multimedia communications in lossy chan-
nels is introduced. Rather than attaching the signature’s bit-string
as a file-header, it is invisibly etched into the image using a new wa-
termarking algorithm. The watermark is “nonfragile,” tolerating
small distortions but not malicious tampering aimed at modifying
the image’s content. In particular, the rank-order relationship in
local areas throughout the lowest level of the DWT is exploited to
encode the watermark. An edge-based message digest is used. The
signature is in the form of binary data and the wavelet decompo-
sition coefficients are modified according to this binary sequence.
The signature is also embedded and tested within the SPIHT com-
pression algorithm. The information capacity is studied and the
experimental results confirm a logarithm relation between the bit
rate and the quantization level, which is similar to the Shannon’s
capacity theorem. Experiments are performed to examine the sig-
nature’s transparencey and robustness.

Index Terms—Bit capacity, content based image authentication,
nonfragile digital signature, wavelet compression domain water-
mark.

I. INTRODUCTION

D IGITAL signatures (DS) are electronic protocols used for
the authentication of electronic documents whereby a re-

ceiver of a message can verify the identity of the sender and
the integrity of the message [1]. With the advent of multimedia
communications over the Internet, it is natural, and critical in
many applications, to provide security mechanisms in the trans-
mission of imagery data. To this end, the need of digital image
signatures emerges for applications where the security, integrity,
and authenticity of images are important. Military and forensic
imaging are two such areas where the security features of digital
signatures are desirable.

Digital signatures do not simply encrypt the entire message
with a secret key—although direct cryptography does provides
security, it can be a prohibitively computationally expensive ap-
proach particularly with large multimedia data sets [2]. Instead,
digital signatures encrypt a message digest which is in essence
a “fingerprint” of the electronic file. Message digests, such as
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Fig. 1. Traditional DS sender: signing with private key.

Fig. 2. Traditional DS authentication receiver: verification with public key.

Rivest’s MD5 [3], generate a compact digest of the message
using cryptographic one-way hash functions of the message [2].
The message digest represents the message such that even if one
bit of the original message is changed, a different message digest
would be obtained from the modified message. In addition, it is
computationally infeasible for an attacker to device a substitute
message that would produce an identical message digest. The
crypted message digest is attached to the document and subse-
quently jointly transmitted or stored. The receiver recovers the
original message digest from the digital signature by decrypting
it with the sender’s public key. He then computes a new mes-
sage digest from the received message, and if it matches with
the one recovered from the digital signature, the receiver is con-
fident that the message was not altered, and that it came from the
sender who owns the public key used to check the signature. The
generation of a traditional digital signature at the transmitter,
and the authentication process carried out at the receiver are il-
lustrated in Figs. 1 and 2.
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Although traditional digital signatures can be used with
image data where the raw or compressed image files are treated
as data files, it will be apparent shortly that traditional digital
signatures are neither efficient nor adequate in many lossy
communication environments. Consider the case of layered
image coding, as an example, where “low-priority” image bits
can be dropped during transmission due to network congestion,
introducing small or negligible distortion in the image recon-
struction at the receiver. In the likely event of “low-priority”
bit loss during transmission, a conventional digital signature,
would fail the authentication protocol in this example since
the received image data and the signed data are not identical.
This drawback is even more serious in broadcast and internet
multicast applications where lossy channels are the norm.

In this paper, we develop a new approach to create digital
signatures for imaging that adapts well to applications in mul-
timedia communications. Rather than attaching the signature’s
bit-string as a header to the image file, we invisibly etch the dig-
ital signature into the image data using watermarking methods.
In general, the watermarked signature is still public key en-
crypted for added security if needed. Embedded in the image
data, the encrypted signature cannot be removed by file conver-
sions or simple image manipulations. Furthermore, the digital
signature is not “fragile” in that it tolerates small or negligible
distortions caused by compression or other standard manipu-
lations performed in multimedia communications. It does not,
however, tolerate other malicious tampering that modifies the
content of the image by the addition or removal of objects.

II. ETCHING SIGNATURES IN THEWAVELET DOMAIN

A. Desirable Etching Characteristics

We start with the underlying assumption that compression is
inevitably used during transmission. Assuming the contrary is
not practical in most applications. Moreover, if compression is
assumed, no compression is included as a special case in the
assumed framework. We also assume that the communication is
lossy where bit errors can occur due to noise or as a consequence
of congestion in multiplexed networks. Thus, it is possible that
the transmitted and received image data are not identical.

These assumptions indicate that the etching of digital sig-
natures must be robust to lossy compression and that the au-
thentication mechanisms must not be “fragile,” tolerating minor
distortions on the data. The former requirement suggests that
the watermarking and compression algorithms used for secure
transmission should be coupled in some way in order to attain
higher efficiency. The latter requirement suggests that the sig-
nature must record “strong” rather than “weak” image features.
The use of conventional message digests, such as MD5, are
not appropriate in this case as they are “hard” one-way hashing
functions disallowing authentication even if a single bit of the
data is modified. Note we consider image compression as an ac-
ceptable image transformation in the communication channel.
Other manipulations such as geometrical attacks by image ro-
tation or shifting, and image enhancement by histogram equal-
ization and sharping, etc., are taken as image tampering because
such manipulations are not normal in image transmission. In this

Fig. 3. Watermark engraving structure. The median of a nonoverlapping run-
ning windowb is modified according to the watermark bitx. Figure depicts
the case whenb = b .

paper, we mainly study the impact of image compression on the
watermarks.

The watermarking of digital signatures must also beblind
where the authentication process at the receiver end can be car-
ried out without any knowledge of the original image being
transmitted [4]. In order to implement a blind decoder, the wa-
termarking process etching the digital signature must introduce
memoryby relating several image coefficients with the etching
of a single watermark bit rather than encoding the watermark
bit into only one coefficient. This concept is analogous to se-
quence modulation in communication channels [5]. Finally, the
watermarking algorithm for etching digital signatures should be
invisible to the naked eye.

B. Watermarking a Wavelet Transformed Image

As suggested above, higher efficiency can be attained if the
watermarking and compression algorithms are jointly consid-
ered. In this paper, we focus on compression algorithms which
are based on wavelet decompositions. The extension of the al-
gorithms proposed here to other compression approaches, such
as JPEG, is straight-forward.

First, a “soft” message digest of the image is generated which
only captures the “strong” image features [6]. More on the gen-
eration of “soft” message digest will be said later on. It suffices
to say at this point that traditional cryptographic message digests
are not adequate. Thus given the bit-sequence of a “soft” mes-
sage digest, the goal is to etch it into the wavelet decomposed
image representation.

At first, for ease of explanation, we present the watermarking
algorithm in the wavelet domain without compression. Once
the fundamental concepts of the watermarking are presented,
the watermarking algorithm is then integrated within azero-tree
type wavelet compression algorithm [7], namely the SPIHT
codec [8]. To assure robustness, the bit sequence of the message
digest will be etched into the low-frequency band of the wavelet
image representation. The etching algorithm is illustrated in
Fig. 3 and is described next.

We slide a nonoverlapping running window through the entire
low frequency band of the wavelet decomposed image. Assume
a 3 1 window is used although other window shapes can be
used as well. Elements within the window are denoted as,

, , which are the coefficients’ value at locations with coor-
dinates , , . Given the coefficients ,

, , we denote the corresponding rank-ordered coefficients
as . We then perform a nonlinear transforma-
tion algorithm, changing the median of these coefficients while
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keeping the remaining coefficients the same. A detailed descrip-
tion of this operation will be presented at the end of this section.
Denote the modified median by , which is obtained by the
transformation,

(1)

where is the watermark bit sample to be etched in the location
of the window and is a user defined tuning parameter.

At the receiver, watermark extraction is an inverted etching
process. The decoder needs only to know the value of, the
watermark length, and the necessary key if the watermarks are
encrypted. A rectangular window of the same size as the one
used in watermark engraving is applied to the received image.
A sequence with elements: , and is obtained as
the window is shifted. We can get two possible values of

if

if
(2)

where
possible value of watermark sample;

;
.

We compare the distance between and the two possible
values of in (2). is then selected as the one which makes

closest to . Thus, the watermarked bit associated with
the window at each location is extracted as

(3)

Shifting the decoding window throughout the entire water-
marked image, we obtain the entire embedded watermark se-
quence.

C. Rank-Order Based Transformation

Here, we introduce the nonlinear transformation in (1) which
is employed in the signature engraving scheme. A rank-order
manipulation is motivated due to the concern of edge preserva-
tion [9], [10]. Edge properties determine the local coefficients’
rank order, therefore, the rank-order must be preserved as well.
Basically, the transformation changes the median of a local area
to a value set by its neighbors. Given the coefficients, ,
and the corresponding order statistics , , , the scaled
midpoint is first defined as the spacing parameter

(4)

where is a tuning parameter with its default value of 0.05.
is adaptive to the overall local coefficients’ magnitude so that the
strength of the watermark is varied according to the local char-
acteristics of the coefficients in the observation window. Next,
the range of the coefficients ( , ) is partitioned into in-
tervals, each interval of length . Note that if ,
we consider the local area to be too smooth to contain a wa-
termark and the set of coefficients are skipped. Thus, a water-
marked local area must satisfy

(5)

Fig. 4. Two possible median samples,b , being adjusted tob according
to the watermark.k is assumed odd.

The boundary of the partitions are denoted as ,
with , with being
the smallest integer for which . Define the
region in the interval as , then the median is
transformed into as

case

case

where

case is odd and or is even and

case is even and or is odd and

where is the bit of the watermark being inserted in the location
of the window. For example, if the bit of the watermark to be
etched at a particular window location is 0, and if lies in ,
then . If the watermark bit is 1, and , then

. In Fig. 4, for instance, is assumed odd. By
adjusting , we are able to tune the strength of the watermarks.
Since and is proportional with ,
when increases, the range of the change on is larger and
too much change on will generate artifacts on the image.
On the contrary, when decreases, image quality will be more
likely preserved. However, the watermark is more vulnerable to
noises because it is weaker. Therefore, there is a tradeoff for
between the watermark’s robustness and transparency.

The proposed scheme is able to engrave the signature data
into a large number of images while preserving their image
quality. Figs. 5 and 6, for instance, depict an original 288500
image and its corresponding watermarked image with .
The test image is chosen because it contains distinct objects that
can be effectively used to illustrate image tampering. The peak
signal to noise ratio (PSNR) is 38. Fig. 7 depicts a watermarked
image where the tuning parameteris made too large and the
watermarked image quality is degraded. Fig. 8 visually shows
the artifacts introduced as is increased. The lower left sec-
tion of the image represents the error between the original in
Fig. 5 and the watermarked image with in Fig. 7. The
top right section is the error between the original and the water-
marked image with in Fig. 7. The blocking artifacts on
the latter case are clearly seen.

III. W ATERMARKING WITHIN A WAVELET COMPRESSION

FRAMEWORK

The need to implement the watermark algorithm within a
compression algorithm arises when compression is used during
transmission. The signature engraving must be embedded
within the particular compression scheme adopted by the
protocol. Here, we adopt the SPIHT compression algorithm [8].



XIE AND ARCE: CLASS OF AUTHENTICATION DIGITAL WATERMARKS 1757

Fig. 5. Original image.

Fig.6. Watermarked imagewith� = 0:05and two-levelDWTdecomposition.

A. SPIHT Algorithm

In essence, the SPIHT algorithm aims to keep large coef-
ficients (quantized) and throw away small coefficients in the
DWT transform domain. It uses a tree-structured indexing in
order to exploit the pyramid decomposition. In particular, the
concept of parent–child dependencies is used. A coefficient at
a coarse scale is referred to as a parent and all coefficients at
the next finer scales at the same spatial location and of similar
orientation are referred to as the children. Furthermore, the co-
efficients at all finer scales on the same spatial location and of
similar orientation are called the descendents of that coefficient.
The brothers of a coefficient are those coefficients having the
same parent. We denote the coefficient at coordinate as

and define

The descendents of

The brothers of

Fig. 9 depicts the hierarchical relationship of the coefficients
obtained by a two-level DWT decomposition of image. The
hierarchical tree structure of the coefficients is shown in Fig. 10.
In Fig. 9, is a coefficient in the high frequency component
(HH0) at the highest level of a two-level decomposition.,

, , are the children of and they are brothers to each
other. A dark square, which covers a 22 area, is used in Fig. 9
to show the brother relationship of those coefficients under the
window. together with are the
descendents of . For the convenience of implementation, we
regard and its three adjacent coefficients , and as

Fig. 7. Watermarked image with� = 0:5 and two-level decomposition.

Fig. 8. Upper right part: the difference between the original image and the
image in Fig. 7. Lower left part: the difference between the original image and
the image in Fig. 6.

virtual brothers at level 0 and they are enclosed in the dark dotted
line square.

Next, we examine those features in the SPIHT algorithm rel-
evant to our application. The algorithm implements a progres-
sive transmission method by using the binary representation of
the magnitude-ordered coefficients. The coefficients are ordered
by magnitude and the most significant bits are transmitted first.
Furthermore, subset partitioning using the spatial tree structure
is employed to expedite the search for the significant coeffi-
cients. In Fig. 10, node and all of its descendents are an ex-
ample of a partitioned subset. A coefficient is considered
significant if it satisfies

where is the bit level. , where
is the highest bit level, and
is the last bit level at the end of the coding when the requested
compression ratio is met. For notational simplicity, we let

. The significance test decides whether the coefficient is to be
coded or discarded at the current bit level.

In the coding algorithm, the brother set is treated as an
indivisible group, which is made up by 2 2 adjacent pixels.
Either all members in are to be tested at theth bit level,
or the group is discarded. Therefore, at the end of transmission,
each member in the group will be represented with the same ac-
curacy. This fact is important in our algorithm since it allows
us to conveniently track such a group while at the same time
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Fig. 9. Two-level DWT decomposition.

the group is made up of coefficients that represent the informa-
tion of a neighboring area. In our algorithm within the compres-
sion framework, rather than sliding a nonoverlapping window
throughout the decomposed image, we slide the non overlap-
ping 2 2 window at locations where the group yields a
significant coefficient.

B. Signature Engraving

At the encoder, the SPIHT algorithm is executed first. The
output of the SPIHT algorithm generates a hierarchical list of
the significant coefficients. To insert the watermark, the 2
2 nonoverlapping window is scanned through all the brother
sets where at least three coefficients survive quantization, i.e.,
those coefficients are significant at the last bit level, theth
bit level. Another test is next performed on each set to de-
cide whether or not a watermark bit can be inserted. Since the
window is 2 2 at each location and contains four coefficients,

, , , , we select three of these coefficients such that these
correspond to the ones with the largest absolute value. These
three coefficients are then sorted by their actual value yielding
the three order-statistic , , in ascending order. To
apply the watermarking, we define

if

otherwise
(6)

where indicates if watermark engraving in the local
window is admissible. is the last bit level to determine
the significance of the coefficient. For those that satisfy

, we proceed with the watermarking process.
We calculate the scaling factor .1 At the quantization stage,

is quantized into the multiples of the quantization constant
, i.e., where the function is

the lowest integer truncating “floor” function. Since
is meaningless, the minimum of is , i.e., .

1RecallS = �((jb j + jb j)=2).

Fig. 10. Hierarchical tree structure used by SPIHT coding.

Thus, the lower bound of is determined. When (5) is com-
bined, we get

(7)

Thus, if a local area is considered significant for water-
marking, the image data in the area must contain a margin
larger than the compression quantization threshold. Note that
the watermarking locations are no longer constrained to be in
the top level of the DWT pyramid. The locations are distributed
in all bands and are determined by the local characteristic of
the underlying image.

C. Multibit Engraving

In general, the engraved signature is represented by binary
data such that one bit at a time is engraved where admissible.
The watermark capacity, however, can be increased if we en-
grave as many bits as we can in each window location. This is
possible if the range in (6) is significantly larger than
the threshold .

Recall that information is hidden in a local area where the co-
efficient range overcomes quantization constant , which
is the minimum quantization threshold used when coding ends.
Thus, when , we perform the watermarking
method by partitioning the range into intervals of
length and by modifying according to the watermark
sample. However, when is several times larger than, we
can refine the engraving process and splitinto smaller seg-
ments. Formerly, we inserted two watermark values only: 0 and
1. Now if the distance is twice as large as that of the quantiza-
tion constant, a 3-ary symbol (0, 1, or 2) can be inserted. This
approach is called “multiple bit engraving.” Fig. 11 depicts the
concept behind multibit engraving where the size of partition
used in binary engraving is . Two bits of information can be
hidden in this case. As we can see, multiple bit engraving is sim-
ilar in principle to the binary approach.

D. Edge Information Message Digest

As stated previously, a message digest in the traditional sense
does not fit the needs of a “soft” message digest for the image.
For example, the MD5 algorithm [3] hardly tolerates any distor-
tions in that it produces a 128-bit message digest using a strict
one-way hashing algorithm. Hash algorithms for images have
been studied in [11]–[14]. In our approach, the edges of the
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Fig. 11. Comparison of binary and multibit engraving methods: (a) binary
engraving method and (b) multibit engraving method.

image are used as the content’s fingerprints in order to make the
message digest robust to minor artifacts introduced during com-
munication. Usually, the edge detector is applied at the rescaled
image with a reduced size, or the lowest frequency component
of wavelet decomposition, for the following reasons. First, the
number of watermark bits we can embed in an image is not large
enough to carry the edge map of the image with the original
size. Secondly, the edge map of a lower resolution image will
be less sensitive to minor artifacts introduced by compression
and simple image manipulations.

The size of the edge map is image dependent, however, the
decoder must know the length of the watermark sequence to
extract the signature. One solution is to set up “rules” agreed
by both sides: the sender and the receiver. For example, both
sides can adopt a Sobel edge detection on the LL component
of a three-level wavelet decomposition. As long as the encoder
and decoder use the same edge detector, the edge-based mes-
sage digest proves reliable. If a change of edge information is
detected, the authentication algorithm decides that the image has
been tampered. In fact, it is desirable that the message digest
is of fixed length for the convenience of authentication. A two
level message digest can be generated, where the MD5 algo-
rithm is applied to the edge-based message digest. For added
security, the message digest can be encrypted either by a secret
key shared by both sides or using a public key encryption [2].

We note that edge maps are not strictly cryptographic hash
functions as it is computationally feasible to find another image
which provides the same edge map; however, it satisfies our
needs to detect gross image changes. A comparison between the
edge information carried by the original image (Fig. 5) and the
corrupted image (Fig. 12) is shown in Fig. 13. The difference
of their edge maps is shown in Fig. 13(c). Fig. 13(d) overlaps
the edge difference in dark color and the received image. Fur-
thermore, due to the multiresolution decomposition performed
by the wavelet transform, if tampering has occurred, the edge-
based message digest is able to roughly point out the place
where the tampering took effect by checking the watermark bits
embedded at the lowest level of DWT.

E. Algorithm Comparison

Here we compare our watermarking algorithm with another
wavelet-based technique developed by Kundur and Hatzinakos
[15]. The two algorithms were developed independently but
both etch watermark in the transform domain by dividing
the distance between the maximum and the minimum into
equal length intervals, associating the boundaries between the
intervals with a zero-valued or a one-valued bit alternatively,

Fig. 12. Tampered image with one building replaced.

Fig. 13. (a) Edge of the original image; (b) the edge of the corrupted image;
(c) the difference between (a) and (b); and (d) (c) as seen on the corrupted image.
The questionable area is highlighted in the figure.

and adjusting the median to the nearest boundary associated
with the same binary bit as the watermark.

The difference between the two etching processes lies in how
the distance is divided and the choice of transform coefficients.
In Kundur and Hatzinakos [15], the distance between the max-
imum and the minimum is divided into a fixed, user defined
number of intervals, . Meanwhile, the watermarks are
embedded in different resolutions of thedetail images. In our
algorithm, the number of intervals is adaptive to the magni-
tude of the maximum and the minimum and is tunable by.
We believe that the adaptive approach will lead to less artifacts
and watermark capacity. For watermark etching in the uncoded
transform domain, we choose to use theapproximateimage,
the lowest frequency component (LL0) for its robustness. In
fact, we tested the use of fixed number of intervals in our algo-
rithm and found objectionable visual artifacts unlessis suffi-
ciently large. In Kundur and Hatzinakos [15], the image “Barb”
was watermarked with and no visible artifacts was re-
ported. However, artifacts are found if is used to etch the
watermarks in the LL0 band. Therefore, we believe the image
quality is better preserved if the number of intervals is adaptive
responding to the values of the local coefficients.

We believe that the watermarking and compression algo-
rithms used for secure transmission should be coupled in order
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to attain higher efficiency. In Kundur and Hatzinakos [15], the
watermarks are carried by the details of image (HL, LH, HH),
which are fragile to wavelet compression. Through Sections II
and III, we contributed a watermarking method embedded
within the SPIHT compression scheme. Further contribution
to the information capacity of data hiding is presented in the
coming section.

IV. I NFORMATION BIT RATE

The bit rate of a watermark (measured in bits per pixel) in-
dicates the amount of information that can be embedded within
an image, which is particularly important for content based sig-
natures since the length of the binary data representing the sig-
nature is often large. An overview of the capacity issue in data
hiding in images is given in [16].

A. Information Capacity for Multibit Engraving Scheme

In this section, we show that the information capacity for
multibit engraving scheme is bounded by the rate given by
Shannon’s channel capacity theorem, although a different
interpretation of noise is used. According to Shannon’s results
[17], given the average transmitter power, and assuming
that the noise is white Gaussian noise of powerhaving a
bandwidth , by sufficiently complicated encoding systems it
is possible to transmit binary digits at a rate

(8)

where is the channel bit rate.
The inequality sets up the upper bound on the possible rate

for an error-free communication channel subject to Gaussian
noise. The principle Shannon used to derive the upper limit is
that two symbols modulated at the sender in a communication
channel must have a noise margin in order to get the correct de-
cision at the receiver. With the assumption of white Gaussian
noise, Shannon proved that “the probability of a given pertur-
bation depends on thedistancefrom the original signal and not
on the direction.” Two signals are distinguishable if their noise
region is nonoverlapping since overlapping result confusion at
the receiver. Therefore, the capacity problem can be formulated
by finding the maximum rate of signals which satisfy 1) the av-
erage power is and it is band-limited to and 2) the distance
between two signal in their geometrical representation is larger
than the noise power .

In our signal and distortion model, the compressed image is
approximated as a continuous, band-limited channel. We regard
the compressed imageas the signal and the quantization trun-
cation as the source of noise. Let us assume the image, has
power and the quantization constant iswhere . How
many bits of information can we embed?

As discussed in Section III-B [see (6) and (7)], a local area to
be watermarked is selected if it meets the following constraints:
a) ; b) , where the range of ,
i.e., , is denoted by , and . During multibit
signature engraving, we change the median in a window to a
fixed value set by its neighbors and the watermark bit. More

bits can be embedded in a selected local area with larger,
however, b) shows that is upper bounded by . In order to
derive the capacity upper-bound, maximum use of the available
margin is assumed, which implies that b) may be ignored at this
moment and we examine a) only.

To arrive at the information capacity, we exploit the similarity
between the proposed signature scheme and signal detection in
a communication channel. a) discloses the lower bound of.
A watermark bit can only be inserted in a local window where
the distance between the maximum and the minimum coeffi-
cients is large enough to overcome the quantization. The me-
dian in a window is changed by watermarking, and the window
is placed in a significant local area where the image data in
the local window contains a margin larger than the quantiza-
tion constant . In other words, we are exploiting the local vari-
ance of an image. Because of coefficient truncating, the quanti-
zation constant becomes the unit for measurement. The local
variance is evaluated using multiples of. Therefore, quantiza-
tion becomes a critical factor for information embedding. It is
clear that whether or not a watermark signal can be engraved
is determined by the range of , i.e., the distance of
the two signals. The information bit rate we can achieve by
our engraving scheme is equal to the maximum rate of signals
with noise power . The following evolves directly from
Shannon’s theorem.

Theorem 4.1:The information bit rate we can engrave in an
image is bounded by

(9)

where
information bit rate;
image power;

;
quantization constant;
image’s bandwidth.

An intuitive understanding of this result is important. When
is very small such that it goes to zero, so does. This result

corresponds to images with constant areas having small variance
where little information can be etched. On the contrary, when
is larger, the capacity is larger. So images with larger variance
can hide more information.

When b), the constraint on is taken into account, a factor
is used to adjust the strength of the watermarks. The effect of
on the capacity of the watermarking algorithm is described in

the Appendixes and is summarized in Section IV-C.

B. Information Capacity for Binary Engraving Scheme

Next, we consider the binary engraving case. In the previous
section, it was shown that the bit rate is related to the quanti-
zation constant. Their relationship is studied as follows. In the
coding algorithm, the higher bits of a coefficient are sent first
and the coding ends whenever the desired compression ratio is
met. It may happen that some of the coefficients have been quan-
tized to , however, the coding may end before the remaining
coefficients are quantized by . Hence, the coefficients sent
may be truncated at two different quantization thresholds,and
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, because of the incomplete scan of the last bit level. Thus, dif-
ferent quantization thresholds may exist and the fraction of co-
efficients that are truncated by each threshold vary with different
compression ratios. Here, a bit rate corresponding to each quan-
tization constant is defined at some “ideal” compression ratio,
with which the quantization threshold is “complete” in the sense
that all coefficients are truncated by the same threshold and all
coefficients which are no less than are sent.

A sequence ( to ) is defined to describe the quan-
tization constants. where is an integer usually
less than . Since we are only interested in those with
which watermark engraving is possible, is the largest quan-
tization constant when at least one watermark sample can be in-
serted. An example of is: 64, 32, 16, 8, 4, 2, 1, and .
We use a sequence ( to ) to denote those “ideal”
compression ratios corresponding to each. The bit rate for
the compression ratios other than is bounded by the bit rates
of the two s closest to it. We also define sequence and

to be the bit rate with compression using multibit en-
graving and binary engraving respectively.

We derive an approximate relation between the bit rate se-
quence of multibit and binary engraving. The approximate ca-
pacity equivalence is indicated by the symbol .

Theorem 4.2:The bit rate of binary engraving is related to
the bit rate of multiple bit engraving by

(10)

(11)

The proof is attached in Appendix B. Note that the second re-
lation in Theorem 4.2, i.e., (11), can also be obtained from (10)
if we assume that at , i.e., and is far
less than . These equations can be used to predict
and . We can predict if we know , or we can predict

if we know . The latter is particularly useful since we
have derived an upper bound for the . This assumption plus
the other assumptions used in the proof were verified by the ex-
periments, especially in the case of large compression ratios.

C. Effect of on the Capacity

In the Appendixes, the impact of on bit rate by multibit
engraving and binary engraving is studied. We find that the
bit rate by multiple engraving arrives its maximum when

. is an approximate threshold ofwith which the range
of is fully exploited for watermarking (see Ap-
pendix B-1 for the definition of ). At that point, the capacity
upper-bound follows Theorem 4.1. In addition, a sequence
( to ) is defined to describe the tuning parameter.
and are defined to be the bit rate at a particular compression
ratio using multibit engraving and binary engraving, respec-
tively, and a set of equations similar to those in Theorem 4.2

(12)

(13)

is obtained.

D. Simulations

Here, we present experimental results illustrating the infor-
mation capacity as a function of quantization. Our experimental
results confirm a logarithm relation between the bit rate and
the quantization level. The results are presented in Figs. 14–16
and Table I. Fig. 14 plots the watermark bit rate for an eight-bit
512 512 image versus . and remain
a constant in the plot. The horizontal axis is inversely related
to the compression ratio. As increases, the quantization in-
creases, the compression ratio increases, but
decreases. The bit rate results include: experimental results
using multibit engraving, experimental result using binary
engraving scheme and the upper bound. The signal power
is estimated by the image’s variance that is measured in the
spatial domain. Sequence ( ). The
upper bound is obtained by measuring the image’s bandwidth
in the FFT transformed domain to approximate the bandwidth

[18]. The bandwidth is obtained as the frequency where the
power spectrum density (psd) decays 30 db from the DC level.

In Fig. 15, we plot the bit rate at various quantization levels
vs . The same image is used as in Fig. 14. It is clear that the
maximum bit rate is attained for while .

In Table I, we depict the experimental results of the number
of bits using multibit and binary engraving methods, where
stands for the experimental result andstands for the predic-
tion by sequence. Similarly, is the experimental result and

the predictions by sequence. The estimation and the ex-
perimental data are very close especially whenis small where
the quantization constant is large. To show the impact imposed
by the floor function , we also calculated the bit rate of
multibit engraving not using the floor function and obtained the
sequence . are the predictions made using .

The final experiment performed on the information bit rate
was the measurement of the watermark bit rate in bits per pixel
and PSNR for images with different sizes. As Fig. 16 shows,
the bit rates for the 512 512 image and the 256 256 image
are comparable at the same PSNR, especially when the PSNR
is low ( ). Fig. 16 illustrates the relation between the
SNR and the bit rate.

V. EXPERIMENTAL RESULTS

Under the wavelet compression scheme, several experiments
were run to evaluate the robustness of the signature and the
image quality change that resulted from the signature engraving.
Our experimental results show that the signature achieves our
initial goal of robustness and transparency.

A. Authentication Under Image Compression

The impact of image compression on the watermarks is
studied. We repeatedly compressed the image with the sig-
nature using different compression ratios and extracted the
embedded information out each time. Let’s denoteas the
compression ratio applied when the signature was engraved.
Our experimental results show that the signature stayed in the
image if the compression ratio used in later compression was
lower than or equal to . In the experiment, we compressed
the watermarked image more than ten times and the signature
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Fig. 14. Relation of bit rate and quantization using binary and multibit
engraving at� .

Fig. 15. � related bit rate at various quantization level.

Fig. 16. Logarithm relation between the information rate and PSNR.

TABLE I
EXPERIMENTAL DATA AND THE PREDICTED CAPACITY USING MULTIBIT

AND BINARY ENGRAVING AT � = 0:125

was not altered. These experiments show that the signature
is more robust if engraved at high compression ratios. Since
compression is a low pass filtering process, the result agrees
with arguments by Cox [19] that robust watermarks must be
put in the most significant components.

In all, the experimental results show that the signature em-
bedded at higher compression ratios is more robust than sig-
natures embedded at lower compression ratios. However, it is
expected that fewer bits can be engraved when the compres-
sion ratio is higher. This is understood since higher compression
smoothes the image and reduces the possibilities of data hiding.
Therefore, there is a trade-off between the information bit rate
and the robustness of the signature.

B. Visual Impact of the Signature on an Image

“Transparency” refers to the visual impact of the signature on
the image. We use the MSE and PSNR to measure the visual im-
pact. A comparison of the MSE and PSNR of the original image
versus the compressed image with and without the signature was
computed and it is observed that there is little difference brought
by signature engraving. Particularly, the difference gets smaller
when the compression ratio is higher.

VI. CONCLUSION

Digital signatures for secure transmission and distribution of
digitized images are becoming important with the rapid devel-
opment of information technology. In this paper, we propose a
content based digital image signature system for image authen-
tication using digital watermarking techniques. We introduce a
blind watermarking digital signature for the purpose of authen-
tication. Thus anyone, with access to the embedded public cryp-
tographic keys, wishing to authenticate watermarked images is
able to do it, provided the watermarking retrieval mechanism is
available. An edge based message digest is developed which is
capable of detecting image tampering. The signature survives
in a lossy environment provided the signature is robustly em-
bedded. The information capacity was studied. For multibit en-
graving, the capacity is shown to be bounded by the rate given
by Shannon’s channel capacity theorem where the noise is the
effective quantization. An approximate relation between the bit
rate sequence of multibit and binary engraving was derived. Ex-
perimental results illustrate the signature’s robustness and its
perceptual visual impact on the image, and confirm the theoret-
ical results in the information bit rate.
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APPENDIX A
PROOF OFTHEOREM 4.2

Proof: At , we index all the significant areas by
and name them . We also define the sequence

[ to ] for each .
Let . Note that must be larger
or equal than . The number of bits we can engrave by the
multibit engraving method is

(14)

where the function is the lowest integer truncating “floor”
function. Similarly at

(15)

And where
are the new admitted areas. It can be seen

that . Define such that
and so . It
follows that is equal to

(16)

Since , is equal to

(17)

Let be the first term on the right side of (17). Denoting
and , we have

(18)

where the approximation was made to remove the
“lowest integer” operation. Using the Taylor expansion on

, we obtain

(19)

where are the higher order terms compared with .
Since for those , and

, then discarding the higher order terms, we have

(20)

The second term in (17), , is

(21)

since for those ,
. Furthermore, we assume that

. Using (20), we conclude that is small compared to
. If we omit the small term and combine (17) and (21),

is simplified to

(22)

proving the first result of Theorem 4.2. The proof for the second
result in Theorem 4.2 follows a similar development and is not
presented here.

APPENDIX B
EFFECT OF ON THE CAPACITY

A. Impact of by Multibit Engraving

In our scheme, the range of , denoted by , is
split into intervals with the size of

(23)

The maximum bit rate corresponds to the multibit engraving
method, by which is fully exploited. However, is bounded
by

(24)

implies that information will not be embedded in a
very smooth area and implies no watermarks in a weak
area where the multiplication of the tuning parameter () and
the overall magnitude of the local area is less
than the quantization constant.

For those locations where satisfies (24), when increases,
increases ( is proportional with ), the bit rate of the wa-

termarks increases since more levels are obtained when a larger
is split by at the refining stage (see Fig. 11). Also, by (24),

there is an upper-bound for , so there exists such that
with which the maximum number of bits can be en-

graved in the local area. However, in one window
does not mean will be equal to using the same in
other windows. We estimate an for the entire image at the
point that the following approximation holds in average

(25)

i.e., is estimated using the average of over the average
of the overall magnitude in all local areas. One
example value of is (an 8 bit 512 512 image
is tested). When , the capacity problem goes back to
what we have discussed in Section IV because and
splitting by is equivalent to splitting by . Therefore,
the capacity upper-bound follows Theorem 4.1.

For those locations where is beyond the bound provided
by (24), there is no watermark. The smaller, the smaller
is and there are more locations that , the bit rate will
decrease. When , while . No
watermarks will be inserted at places where , the bit
rate will also decrease.
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As a result, the bit rate arrives its maximum when .
At that point, the capacity upper-bound follows the logarithm
function in (9) with parameters , and variable .

B. and the Bit Rate Of Binary Engraving

A sequence ( to ) is defined to describe the
tuning parameter . Define and to be the bit rate
at a particular compression ratio using multibit engraving
and binary engraving respectively. In this paper, a sequence

is examined. and .
Similar to the proof of Theorem 4.2, we index all the signif-

icant areas at by and name them
. Thus, the number of bits we can engrave by the multibit

engraving method is

(26)

and,

(27)

where . Comparing the above with the two
equations that start the proof of Theorem 4.2

(28)

(29)

where , we find that the settings of the two
problems are almost the same. As it turns out, a similar set of
equations

(30)

(31)

can be obtained if we make similar approximations and assume
. The proof of it is analogous to the proof of

Theorem 4.2.
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